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1. Introduction

Based on work in the CTIA, a set of reference antennas were designed with radiated performance that is theoretically known and experimentally validated [1].  These reference antennas are known generically as “good”, “nominal” and “bad”.  In the work presented here, these antennas were placed in a simulated and real reverberation chamber connected to a channel emulator (the measurements are characterized as “passive” since no receiver was used).  Samples of the resulting channel matrix were obtained and used to compute MIMO capacity curves.  These are compared to simulated MIMO capacity curves.  The results from the simulation and measured real setup match well.
2. Motivation
Work based on a proposal within the CTIA resulted in a set of three reference antennas designed to have different qualities [1].  The benefit of these antennas is that their characteristics are well-understood, and hence can be used within simulations as well as for physical measurements.  The three antennas are characterized as “good”, “nominal”, and “bad”, determined mostly by the antenna correlation [2].
Another CTIA contribution by NIST provided simulation results using models of the reference antennas under a variety of channel conditions [3], [4].  A simulated OTA environment of plane waves impinging on the reference antennas is created.  The resulting channel samples are collected over a number of realizations and used to compute MIMO channel capacity.

Four basic simulated environments were considered, which can be characterized by the spatial distribution of plane waves simulated for the channel.  These are summarized below:

· 3D Uniform – plane waves have a set of amplitudes and phases which change randomly from instant to instant. The term “uniform” refers to the fact that the directions of propagation are evenly distributed over the sphere and the amplitudes and phases of each plane wave have the same probability distribution
· 2D Uniform – plane waves have a set of amplitudes and phases which change randomly from instant to instant.  The term “uniform” refers to the fact that the directions of propagation are evenly distributed over a single azimuth cut and the amplitudes and phases of each plane wave have the same probability distribution.
· Multi-cluster distribution of 2D plane waves – plane waves have a set of amplitudes and phases which change randomly from instant to instant.  The directions of propagation (AoAs) are unevenly distributed over the circle, typically chosen in accordance with a standard channel model, such as SCME or WINNER.
· Single-cluster distribution of 2D plane waves – similar to the multi-cluster except that a single cluster of AoAs is represented
One should note that the methodology of [4] does not simulate “time” per se.  An important approximation was made by “collapsing” the channel models in time.  That is, instead of simulating a time dispersive channel, all angular parameters were superimposed at zero excess delay.  That is the approach taken in this contribution as well.  This will be discussed further in the conclusions.
Finally, in the methodology of [4] it should be noted that each of the above-described plane-wave environments allow for evaluating the DUT isotropically.  This is done by averaging over all DUT orientations.  The DUT must be rotated in 3D – it is not enough to rotate the DUT around an axis, although there will be differences in terms of speed, cost and efficiency.  DUT rotation is not necessary in the 3D uniform case.
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Figure 1.  Depiction of several different spatial environments.
The NIST paper showed a very interesting result[4].  The authors simulate the radiated channels described above with each of the reference antenna pairs.  They simulate the SNR required to achieve a capacity of 10 bps/Hz and find the difference in SNR required to achieve this capacity is very close to the same when the evaluation is done isotropically through DUT rotation as explained above.  In other words, the difference between good, nominal and bad antennas does not depend on the spatial environment as long as the DUT antennas are excited over all angles of a sphere.
The relevant figure is reproduced in Figure 2 below.  The SNR required for the baseline capacity is clearly different for each antenna and for each channel.  However, the differences between these SNRs looks very close for each of the good, nominal and bad antennas.  For all the evaluation methods in Figure 2, the bad reference antenna requires about 6.3dB higher SNR than the good reference antenna to achieve a capacity of 10bps/Hz.
The figure also shows results for ideal Hertzian dipole antennas, where the trend observed above does not hold.  It is believed these results are not comparable because of the Hertzian dipoles do not represent a real, practical antenna.
In the following, simulation and measurement results will be presented in the form of capacity curves over a wide SNR range using a reverberation chamber and channel emulator, the closest methodology to the 3D-isotropic environment.  A further graph is introduced in the form of an SNR difference between the capacity curves.
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Figure 2.  SNR required to achieve a mean capacity of 10 bps/Hz, corresponding to isotropic evaluation of  reference antennas in each environment [4].
3. Simulation

The work here replicates the 3D uniform environment using the simulation methodology is described in [3], [4], [5].  The purpose is to reproduce the results in that reference and then to compare with a real measurement system.  Models for the reference antenna were obtained from [6], which provided measured data for real antennas.
The channel model and other conditions modeled in the simulator are summarized in Figure 3 below.  The simulation models each plane wave impinging on the DUT antennas as it is generated at the BS and eventually arriving at the DUT.  At each simulation instant, each of the plane waves generated at the BS is coupled though a model of the BS array and propagation environment (AoD and angular spread), has a random phase impressed on it and is launched with a random direction at the DUT antennas.  The resultant channel samples are used in the capacity calculation without normalizing for antenna efficiency.  The process is repeated many times to obtain a statistical sampling of the channel capacity.
The results first presented in [5] are reproduced in Figure 4.   The curves are produced under the same assumptions as the results in [4], which are also not normalized for antenna efficiency.  This produces an SNR difference between the good and nominal antennas of 2.7 dB and a difference of 6.6 dB between the good and bad antennas, which matches well with the result in Figure 2 at the 10 bps/Hz point (2.5 and 6.4 dB, respectively)
One can see that the SNR difference varies over the range of the curves.  For instance, at low capacity, the SNR differences are smaller than at high capacity.  This motivates defining a measure in which the SNR difference is plotted as a function of capacity; see Figure 5.
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Figure 3.  Channel model for reverberation chamber.
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Figure 4.  Simulated capacity curves for reference antennas in 3D uniform environment.
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Figure 5.  SNR difference graph for simulated performance comparing “good” and “bad” reference antennas.
4. Measurements
In this section, results are presented obtained from real reference antennas (“good” and “bad”) in a reverberation chamber with channel emulator.  The antennas here were produced by Satimo[7].  The methodology is summarized in Figure 6 below.  The basic idea is to place the reference antenna on a turntable in the chamber and use a network analyzer to measure S-parameters as the turntable and chamber stirrers are moved.  Fading is also introduced by the channel emulator.
After a large number of channel samples have been obtained in this fashion, the samples are post-processed using the familiar capacity equation shown in Figure 3.  The results are displayed in Figure 7 using an SNR difference curve alongside the simulation result.

The resulting SNR difference is remarkably close to the theoretical result.  At higher capacities, there is less than a 1 dB difference between the two.  The most likely cause for this difference is traced to the different antennas – Motorola data was used in simulation, while Satimo antennas were used in the measurement system.
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Figure 6.  Measurement conditions.
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Figure 7.  SNR difference plot comparing results obtained by simulation with those obtained by experiment.

5. Conclusions

Isotropic simulations [4] produce the same SNR differences between good and bad CTIA reference antennas regardless candidate environment (3D, 2D, 1D), as long as DUT rotation was used to sample the antenna responses over the entire sphere .  Hence, channel models with specific angles-of-incidence are not needed to distinguish good from bad.
Experimental tests conducted with CTIA reference antennas using one of the candidate methods (3D uniform, reverberation chamber) showed excellent agreement with NIST simulation [4].  Difference between good and bad capacity curves (both experimental and simulated) is 6-7dB near 15bps/Hz.
Further work is needed to investigate temporal characteristics of channel models.  Reference [8] shows that temporal characteristics make big difference.
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