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1
Introduction

Fractional Frequency Reuse algorithms were presented as an interference management technique for HeNBs [1]-[3]. In this contribution, we present a text proposal for inclusion of these methods in the FDD HeNB TR 36.9xx.
2
Text Proposal
7.2.3 Techniques for Dynamic Frequency Partitioning
Interference in a HeNB network interference can be mitigated through fractional frequency reuse (FFR) by orthogonalizing dominant interferers. Compared to a simple carrier-reuse, a frequency reuse that can be tailored to each user offers an increase in capacity and better flexibility. LTE supports subband FFR via subband CQI reporting, which allows a scheduler to schedule users based on the subband CQI reporting that reflects different interference levels on different subbands. In a 10 MHz system with 6 RBs/subband, there are 8 regular subbands and one short subband that could be used to implement fractional frequency reuse.

A distributed FFR algorithm is designed to cope with non-operator deployed networks, such as HeNBs. Each HeNB could construct an RF neighbour list through network listening and user reporting. In this method, the local RF neighbour information is called a “Jamming Graph”, where each node denotes an active HeNB and an edge denotes jamming condition between two HeNBs. A jamming condition is declared when the channel gain difference between the interfering and serving links exceeds certain threshold. The distributed FFR planning problem is now converted into a graph coloring problem, which could be solved in a distributed manner at low complexity.
An example of such an algorithm and a brief performance analysis is given next [1], [2].

The link level performance is based on single user 2x2 MIMO with channel and interference estimation loss. Link adaptation and HARQ are modelled and the baseline performance has been calibrated with NGMN Rel. 8 performance for D1 scenario. Typical LTE system parameters are used resulting in a total system overhead close to 41%. 

Other parameters are given in Table 7.2.3.1.
Table 7.2.3.1 Simulation parameters

	Parameter
	Value

	HeNB Tx Power
	10dBm

	Path loss
	127+30log10(R/1000)

	Shadowing standard deviation
	10dB

	Deployment model
	5x5 Grid Model


Three interference management schemes have been compared: Rel 8 with frequency reuse 1; distributed FFR with medium level of interference orthogonalizaton; distributed FFR with high level of interference orthogonalization. The level of orthogonalization is controlled by tuning the jamming graph threshold, i.e., the channel gain difference between interfering and serving link. In this simulation, 0 dB and -6 dB thresholds have been studied. The decoding C/I and mobile throughput statistics are shown in Fig. 7.2.3.1 for 20% penetration rate with full buffer traffic. It can be seen that distributed FFR schemes eliminate system outage and significantly improve the system fairness. Similar results are obtained for different penetration rates [1].
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(a) Decoding C/I 



(b) Mobile throughput

Figure 7.2.3.1 Mobile throughput and decoding C/I for 20% penetration rate

The performance of this scheme was also analyzed for a mixed traffic model [2]. A mix of delay sensitive (QoS) flows and full-buffer flows was considered. Each UE has only one flow which is either delay-sensitive or full-buffer. For full-buffer flows, the user performance is dependent on the average rate. In particular, we assume a log utility function (corresponding to proportional fair) for full-buffer flows. The delay CDF for QoS flows and the rate CDF for full-buffer flows are plotted in Fig. 7.2.3.2. In this case reuse one is compared to a FFR scheme based on spatial feedback information (SFI) with different delays. SFI genie shows an upper bound on the performance of the large delay SFI case. These results show that FFR can significantly improve system efficiency and ensures fairness with mixed traffic also [2].
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Figure 7.2.3.2 Delay and data rate CDF for mixed traffic with 50% penetration
A further refinement of this algorithm is an adaptive algorithm in which resources are negotiated and adaptively allocated for different nodes, based on a utility function that enables nodes to quantify the benefit or loss due to each resource coordination action [3]. These utility values can then be used at each node to select the right resource coordination requests to be sent to their neighbors, or to select the best requested coordination action from among multiple received requests, and hence to grant/reject the requests based on their quantified benefit to the network.  The utility function can be selected in accordance with the scheduler metric used at different nodes, in which case it will enable a distributed enforcement of network-wide fairness. This scheduling metric can be considered as the marginal utility function, i.e., the derivative of a utility function that the frame-by-frame scheduler attempts to iteratively maximize.  One example of such utility function is 
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, where Ri is the long-term or average throughput of user i.  This corresponds to the well-known proportionally fair scheduler, with the scheduling metric of  where ri is the instantaneous rate of user i. To enforce network-wide fairness, the above utility function can be extended to the entire network and defined as the sum of utilities of all individual users in the network. This utility-based resource coordination algorithm aims at adaptively determining the network-wide utility-maximizing resource allocation set for any given channel and interference conditions. Note that, with this approach, resource usage does not need to be a binary decision of either using the resource at full/nominal PSD or not using it at all, and can instead be a soft decision, or at least a selection from a set of multiple possible PSD values.
A brief performance evaluation of this scheme is shown in Fig. 7.2.3.3. The simulation parameters are the same as for the previous results. A total of four resources are defined over the entire band and the allowed PSDs on different resources are obtained by multiplying the scaling factors from the following sets; two levels: {0, 1}, three levels: {0, 0.1, 1}. These results show that substantial gains in tail and average throughput can be achieved, translating into improved network-wide fairness. Although not shown here, similar results are obtained for different penetration rates [3].
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ReuseOne, Utility = 2.76,

Average Rate = 8.32 Mbps

 Two-Level Adaptive, Utility = 7.06,

Average Rate = 9.39 Mbps
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Average Rate = 11.15 Mbps


Figure 7.2.3.3: User throughput CDF for reuse one and adaptive resource coordination with 50% penetration
7.2.3.1 Support for dynamic FFR

The above results demonstrate the benefits of frequency reuse (and resource reuse in general) based on information exchange between eNBs. Furthermore, utility information exchange can enable network-wide fairness, which ensures that the maximum number of users can benefit from HeNB deployments. To support the adaptive algorithm introduced above, network nodes need to exchange information such as subbands reuse updates [4] and utility information [3]. It was also shown that the performance depends significantly on the latency of the messaging, especially in the case of non-full buffer traffic. This information should be taken into account while analyzing the different options for such information exchange (e.g. X2, S1, over-the-air, over-the-air via UE).  
References

[1] R4-091906, “Frequency reuse results with full buffer”, Qualcomm Europe, May 2009.
[2] R4-091907, “Frequency Reuse Results with Mixed Traffic”, Qualcomm Europe
[3] R4-094851, “Utility Messages for HeNB ICIC”, Qualcomm Europe
[4] R4-092872, “Downlink interference coordination between HeNBs”, CMCC, August 2009.
_1319448255.unknown

_1319448450.unknown



(a) Delay CDF for QoS



(b) Rate CDF for full-buffer
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