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1. Introduction
In RAN4#48 meeting, it was agreed that the group would study the feasibility of using BLER prediction methods for hypothetical PDCCH formats for the purpose of detection of out-of-sync and in-sync. In this contribution, we present simulation results with assumptions mostly aligned with those captured in [2]. 

2. Metrics studied

As suggested in [2], the purpose of this evaluation is to study the following aspects relating to reliable radio link state (failure or recovery) detection. 

1. The feasibility of accurate PDCCH BLER estimation for hypothetical BLER formats using a practical receiver (eg. practical channel/noise estimation, etc.).

2. Evaluation periods required for reliable out-of-sync and in-sync detection.

3. Choice of suitable Qout and Qin thresholds.
3. Simulation assumptions
Format 1A and Format 1C were investigated for evaluation of out-of-sync and in-sync respectively.

The parameters for PDCCH Formats 1A and 1C used were as enumerated in Tables 1 and 2 of [2], except that no PDCCH power boosting was used. Also, the transmit antenna configurations used were

· 1x2 SIMO, and

· 2x2 SFBC.

Table 1 lists some system assumptions used in the simulations.

	Parameter
	Value

	System BW
	10 MHz

	Carrier frequency
	2 GHz

	REs per CCE
	36

	Frame structure
	Type 1

	Transmit antenna configuration
	1x2 and 2x2 (SFBC)

	DL signals available
	CRS, PCFICH, PDCCH

	Propagation channels
	AWGN, ETU 5 Hz

	Noise + Interferer model
	AWGN noise

	Channel and noise estimation
	Practical channel and noise estimation to be used

	Receiver impairments
	None


Table 1. System assumptions for BLER estimation
4. Simulation results
4.1 Long-term PDCCH BLER estimation accuracy
A function that maps the channel and noise states for a given subframe to a BLER estimate corresponding to a codeword of a hypothetical PDCCH format was implemented. Practical channel and noise estimation methods were utilized. This mapping function was used to generate BLER estimates for the two PDCCH formats, 1A and 1C, for out-of-sync and in-sync respectively. Fig. 1, Fig. 2, Fig. 3 and Fig. 4 show plots comparing estimated and actual BLER for the two formats in AWGN and ETU 5 Hz propagation channels for SIMO.
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Figure 1. BLER estimate vs. actual BLER for Format 1A in AWGN for SIMO
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Figure 2. BLER estimate vs. actual BLER for Format 1A in ETU 5 Hz for SIMO
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Figure 3. BLER estimate vs. actual BLER for Format 1C in AWGN for SIMO
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Figure 4. BLER estimate vs. actual BLER for Format 1C in ETU 5 Hz for SIMO

Fig. 5, Fig. 6, Fig. 7 and Fig. 8 show plots comparing estimated and actual BLER for the two formats in AWGN and ETU 5 Hz propagation channels for SFBC.
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Figure 5. BLER estimate vs. actual BLER for Format 1A in AWGN for SFBC
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Figure 6. BLER estimate vs. actual BLER for Format 1A in ETU 5 Hz for SFBC
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Figure 7. BLER estimate vs. actual BLER for Format 1C in AWGN for SFBC
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Figure 8. BLER estimate vs. actual BLER for Format 1C in ETU 5 Hz for SFBC
In these plots, the average of the BLER estimates obtained from channel/noise state information for different channel realizations at a given signal-to-noise ratio (SNR) point is compared with the actual BLER calculated based on convolutional decoding and CRC check at that SNR point. BLER estimation is accurate even at low SNRs with practical channel and noise estimation. The estimation accuracy is within 0.5 dB for BLER in the range of 1% to 10% for both SIMO and SFBC. Therefore, we note that use of estimated BLER from channel/noise states for the purpose of detection of out-of-sync and in-sync is feasible.
4.2 Evaluation window and BLER estimation accuracy
The out-of-sync and in-sync evaluation periods are still TBD, but values of [200] ms and [100] ms were suggested in [2] for initial evaluation respectively for out-of-sync and in-sync. In this section, we characterize the estimation accuracy when L1 monitoring window lengths of the order of 200 ms are used. Further, not all subframes in the evaluation window might be necessary for reliable detection of the out-of-sync and in-sync; a subset of subframes (eg. 
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subframes uniformly sampled in a 200 ms evaluation window) might be sufficient. We study the tradeoff between estimation accuracy, # of samples (
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) and the evaluation window length (
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) in the following.
In the previous sub-section, the mean of the BLER estimator was plotted against the actual BLER averaged over a large number of codewords and it was shown that estimator mean closely tracks actual mean. In Table 2, the standard deviation of the estimator (defined as the square-root of the sample covariance) is shown for different values of 
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. Here, the BLER estimates are formed from the channel state information from
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subframes uniformly sampled from an evaluation window of 
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 seconds. In other words, the BLER estimates from 
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 subframes are averaged to estimate the BLER for the 
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 seconds evaluation window. Since, the subframe duration is 1 ms, the maximum value 
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 can take is 
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. Format 1C in AWGN propagation channel was used. The standard deviations are listed for two values of BLER, 2% and 10%.
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Table 2. Standard deviation of BLER for different values of 
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We make the following observations with the help of data in Table 2.

1. Increasing 
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results in better accuracy as expected. But, this also means a longer L1 filter. This is similar to trade-off between accuracy and L1 filter duration that was observed for RSRP accuracy. In terms of absolute numbers, the BLER accuracy can be analyzed as follows. For BLER = 2%, a standard deviation of 0.0035 (with 
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 samples) results in a three-sigma equal to 0.01 approximately. This means that almost all of the estimated BLER distribution is contained within a 1% spread around the nominal. From Fig. 3, this also means that the estimation inaccuracy is within 0.5 dB when translated into SNR uncertainty. 
2. It is straightforward to note that the standard deviation monotonically decreases with increasing 
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 seems to result in estimation accuracy close in the order-of-magnitude sense to that obtainable in the limiting case of 
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. So, we conclude that 
[image: image39.wmf]1020

N

=-

 subframes are sufficient for reliable BLER estimation.
It is likely that the out-of-sync and in-sync indications from L1 will go through a L3 filter for increasing the reliability of failure/recovery detection and to avoid ping-pong effect. Therefore, choosing a 
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 greater than 200 ms is therefore not well justified. Also, the estimation procedure is not that computationally expensive as 10-20 subframes within the observation window are adequate for accurate BLER estimation.

4.3 RLF test design

As discussed earlier, the BLER estimation inaccuracy corresponds to an SNR uncertainty within 0.5 dB. Therefore, it is possible to take care of this by constructing suitable thresholds allowing for a margin. For example, if the Qout level corresponds to BLER = 2%, the SNR point for the test can be chosen to be at least ~1 dB lower than the point at which BLER = 2% occurs so that there is sufficient margin to allow for estimation inaccuracy. In the same way, if Qin level corresponds to BLER = 10%, the SNR point can be chosen to be at least ~1 dB higher than the point at which BLER = 10% occurs. 

In slow fading channels (eg. ETU 5 Hz), just like it is in the case of RSRP estimation [4], an additional margin to account for the short term fading channel variation needs to be allowed for in setting the signal levels. So, the levels need to be carefully chosen if fading tests are required to be designed.
4.4 Qout and Qin levels

Selection of levels for Qout and Qin will be discussed in a separate contribution. 

4. Conclusion
In this contribution, simulation results as per the assumptions captured in [2] were presented. The feasibility of out-of-sync and in-sync detection based on PDCCH BLER estimation for hypothetical formats was studied. We conclude that out-of-sync/in-sync detection based on this approach can be performed reliably with practical receiver implementations using a mapping function approach. 
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