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1. Introduction 

The composite nature of CDMA waveform presents a challenge in managing signal Peak-to-Average Power Ratio (PAR). To reduce power amplifier (PA) headroom, peak compression techniques such as clipping can be used, but lead to code spurs (undesired signal energy at the unused code channels). As discussed in [1],[2], code spur energy does not appear to be evenly distributed over the entire code space; code spurs might appear at a few discrete code channels.
In this contribution, we investigate the code domain error (CDE) distribution and show that the average CDE is upper-bounded by the composite EVM. 
We discuss options for defining the modulation accuracy requirement for DL 64QAM. 
2. Discussion
2.1.  Notations

To simplify discussion, active codes are assumed to have the same spreading factor. The code channel is numbered by bit-reversed Hadamard indexing. The notation Cn(k) denotes the k-th spreading codes from the orthogonal set of 2n Hadamard sequences. For example, C3(5) is the spreading code (1, -1, 1, -1, -1, 1, -1, 1). 
Note that we use the terms relative code domain error (CDE) and code domain EVM interchangeably, even though they can be defined with different normalization factors.  

2.2.  Code Domain Error
Denote by N = 2n the spreading factor. The reference symbols of all code channels are represented by an N-by-L matrix Xref, where the L is the measurement length at symbol rate. The k-th row of Xref, Xref(k), denotes the reference symbol for code number Cn(k). The power of the k-th code channel is denoted by Pk . (Pk>0 indicates active code).
The composite reference signal is generated by spreading the reference symbol at chip rate.
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where S, SHS=I, is the normalized spreading code matrix. Note that Yref is an N-by-L matrix whose columns are stack of chip domain signals. 

Similarly, one can stack the to-be-measured composite signal (i.g., after clipping) in a matrix Y.

The composite EVM is defined as best fitting of Y versus Yref at the chip level. It can be computed as
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	Eq. 1


where 
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is the usual Euclidean norm.
Let 
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be the de-spread code domain signal. The k-th row of X, X(k), is the de-spread signal at the k-th code channel. The code domain EVM can be defined as best fitting of the measured to the reference signal at the symbol level for every code channel.
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	Eq. 2


One has
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It follows that the power-weighted average code domain EVM is upper-bounded by the composite EVM.
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	Eq. 3


As seen in the above derivation, composite EVM can be seen as the result of global fitting across all the code channels. When code spur energy is not negligible, this results in loose fitting at the active code channels, while the corresponding code domain EVM will produce smaller EVM readings.
On the other hand, although code domain EVM gives more accurate distortion picture at each active code channel, it does not account for code spurs unless the code domain is evaluated in every possible code channel.  But in this case the meaning of the EVM will depend on the actual code allocation used by the transmitter.    

2.3. Simulation Results

Spreading factor 64 is used in the following simulations. We use the definition where “x”-percent clipping means the amplitude of the reference chip-domain signal is clipped at a level such that “x”-percent of chip samples have higher amplitude. 
Fig.1 shows the code domain power display for a four code composite signal with 50% clipping applied.  No apparent code spur occurs for this case.  However, this is not because EVM doesn’t occur but rather because the EVM is concentrated in the active code channels.  The same effect was previously described in [1], [2].  In this particular case, the EVM code domain concentration occurs because the binary representation of the code indeces forms a closed set under binary XOR:  

· 9 = 001001 (binary)

· 25 = 011001 (binary)

· 32 = 100000 (binary)

· 48 = 110000 (binary)

· ( 
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Fig.2 shows the code domain EVM distribution.  It is seen that EVM_a, the power-weighted average code domain EVM, i.e. a value very tightly related to the observable code domain SNR, is very close to EVM_c, the composite EVM. 
Fig. 3 plots the EVM_a and EVM_c increases as more clipping is applied. 
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	Figure 1. C6(9, 25, 32, 48) with 50% clipping – no code spurs
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Figure 2. C6(9, 25, 32, 48)
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Figure 3. C6(9, 25, 32, 48)

2.4.  Observations

We can note that the CDE distribution is extremely uneven in the case studied.  The total EVM power is concentrated in only four of the 64 code channels.  However, because the code channel signal power is also concentrated on the same code channels, the observed SNR was not impacted.  

Of course, it cannot be said that the SNR of every code channel is always maintained.  It is possible, in the case of code domain spurs (see Appendix), to have EVM concentration on unused code channels, or worse, on code channels that are used but with low power allocated.  In these cases, the SNR can indeed degrade.   However, these cases assume that either: 
1. The OVSF code tree is only partially utilized and a low power allocated code channel is impacted by code domain spurs ( Solvable by code reallocation
2. The OVSF code tree is fully utilized but a very few code channels have very high power allocation ( Solvable by code reallocation since the code domain spur locations are known

Note that in the case of 64QAM usage for HSDPA, the first item in the above list shouldn’t be relevant in practice, since in partial code utilization cases, 16QAM would provide improved link efficiency in any case.  

2.5.  Requirement Implications

The purpose of this discussion is to try to determine a suitable way of defining the DL 64QAM EVM requirement for the base station.  Naturally, the goal of this would be to ensure maintaining a proper SNR on every code channel used with 64QAM modulation. The following options are discussed:

1. Define a composite EVM requirement, similar to the other modulation formats.  As it was shown earlier, the composite EVM is a pessimistic measure in the average SNR sense.  However, when the NB uses a bad choice of allocating codes in a partial OVSF code tree usage scenario, the SNR on select code channels can be worse than that implied by the composite EVM. 

2. Define a code domain EVM requirement with a test condition that exercises code spurs in a partial OVSF code tree usage scenario and assign low power 64QAM channels intentionally at bad code locations.  It doesn’t seem reasonable to force the test to a particular code allocation the NB itself might never use; therefore this solution is the least preferable.    
3. Define a code domain EVM requirement with a ‘regular’ test condition [4], i.e. with fully loaded or close to fully loaded OVSF code tree usage.  This solution doesn’t have any major drawbacks, therefore it would be acceptable; however, it doesn’t seem to have any benefit over the default solution (1). 

4. Define the requirement according to (1) or (2) but also specify that a certain minimum code domain SNR is to be maintained by the NB under all circumstances.  This solution can be suspected to be overly restrictive.  Even for the existing lower order modulation cases, the base station needs the freedom to set the code domain power according to a number of other factors, not only according to the per code SNR. An SNR floor would effectively mean a code domain power floor as well, which doesn’t seem desirable.    

Based on the above considerations, solutions (1) and (3) seem acceptable, with a slight preference towards (1).  
3. Conclusion
We show that power-weighted average CDE is upper-bounded by composite EVM. 
We propose that the base station 64QAM modulation requirement be defined as a composite EVM limit.   
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Appendix
Fig.4 illustrates code spurs for 4-code composite signal C6(9, 25, 32, 47). Due to the presence of code spurs [1], [2], the code domain EVM has a large gap with the composite EVM.
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Figure 4. C6(9, 25, 32, 47) with 50% clipping – 4 code spurs
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From the above, we can conclude that uneven distribution of the EVM among the code channels is not necessarily a factor worsening the code domain SNR.  In the above example, the EVM was concentrated in four code channels giving EVM peaks 12dB above the EVM average; nevertheless, the code domain SNR was no worse then in the case of an even code domain power distribution. 
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