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1. Introduction

There seems to be a common understanding within RANWG#1, RANWG#2 and  RANWG#4 that RACH access has priority over measurements in CELL_FACH mode. In other words, measurements that cannot be taken due to RACH access collisions are further delayed. It is accepted that these collisions may have potential side-effects on the measurement quality.

RANWG#2 originally tackled the problem [3], [5] and has approved CRs ( [10]) which add the following cautionary note in MAC specification TS25.321 :

“NOTE: 
In Cell-FACH state, the UE should coordinate the UL transmission schedule with the measurement schedule in FACH measurement occasions so as to minimize any delays associated with inter-frequency measurements.”

Although  this note does not set any specific recommendations, it indicates that some re-scheduling  of the RACH messages may be used in order to minimize the effect of collision between FACH measurement occasions and RACH messages. 

The latest opportunity RANWG#4 had to tackle the subject was with [5] at meeting #20. This CR suggested to add an informative note in TS25.133 as well. It was concluded that this CR should be postponed until the issue is studied carefully in RAN4.

One first step forward was recently made in last RAN1#26[2]. This paper introduced a modified RACH access technique to compensate for CELL_FACH measurements caused by RACH access. This technique consists in suspending then resuming the RACH access ramp-up when collisions with measurements are possible, not at the MAC layer as suggested by the informative but at Layer 1, where no special treatment of this problem has been studied so far. This technique lies on the suspend/resume RACH ramp-up in order to avoid conflict with a measurement occasion. The outcome of the debate was to send an LS [1] to RAN2 and RAN 4 to ask some guidance about the seriousness of the problem as well as the potential improvement of this new technique.

This discussion paper addresses questions raised by this LS. At RANWG#4, the impact of such a priority scheme over the performance has not been fully studied so far :

· what are the impact of collisions onto the measurements ?. Measurements that may be disturbed are not only FDD inter-frequency measurements but also TDD and inter-RAT measurements,

· what are the impact of collisions onto the RACH data rate ? As this is a performance issue, it is felt that RANWG#4 is the relevant committee to discuss this topic as well,

The first sections deal with the description of the problem, the avoidance techniques as well as the simulation model.

Then, simulations results quantifying this degradation are presented for 3 cases : 

· no collision avoidance, i.e. RACH has always priority over measurement occasions,

· collision avoidance at MAC layer according to the note added in TS25.321,

· collision avoidance at Layer 1 as suggested by [2].

Description of the problem

1.1.  RACH collision with measurements

1.1.1. Downlink

UE capability “need for Downlink compressed mode”, unless felt not very appropriate in the CELL_FACH state where there is no compressed mode (CM) but Measurement Occasion (MO), simply indicates that the UE is not able to receive simultaneously FDD DL  and a subset of following target systems (possibly none of them or all of them):

· FDD inter-frequency

· TDD

· Inter-RAT such as GSM and DCS 1800

On DL, the first potential collision is then collision of the DL AICH channel (Acquisition Indicator Channel) with the MO.

1.1.2. Uplink

Similarly, UE capability “need for Uplink compressed mode” simply means in CELL_FACH that the UE is not able to transmit Uplink (UL) while measuring on Downlink (DL) for some target system. For each measurement target system, 2 cases should be then distinguished :

· no “need for Uplink compressed mode”. In this case, this potential collision between MO and RACH does not happen on uplink,

· “need for Uplink compressed mode”. In this case, the collision may happen between MO and preamble parts as well as RACH messages of the RACH access

Figure 1 depicts a situation of simultaneous collisions : 

· UL collision with one preamble (if “need for UL CM”),

· UL collision with the message part (if “need for UL CM”),

· DL collision with the AICH channel,

As the RACH to MO offset varies as the (S-CCPCH,k parameter (S-CCPCH,k = Tk ( 256 chip, Tk ( {0, 1, …, 149}), several situations may happen ranging from zero collision up to (2 + Preamble Max Retrans) collisions, where Preamble Max Retrans is the allowed maximum number of preamble transmissions.

1.1.3. Measurement capabilities considered in this paper

There are therefore 4 possible measurement capabilities in connection with each measurement target system:

case
need for CM on


DL
UL

1
yes
no

2

yes

3
no


4

no

In this paper we consider only case 1 and 2, and respectively term them as “no need for UL CM” and “need for UL CM”.

Case 3 is not considered, as it is anticipated that it would make little difference compared to case 2.

Case 4 is not considered, as in that case there is no such thing as a collision.
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Figure 1 : Collision between Measurement Occasions and RACH access ( not on scale)

1.1.4. Impact on measurements

Then it is allowed to discard one MO in order to perform one RACH access. 

The different types of measurements in FDD mode are impacted as follows :

· inter-frequency FDD measurements : if one MO is discarded, it is not possible to sample the inter-frequency FDD channel during the MO. During inter-frequency MO, several actions are performed in parallel :

· update CPICH measurements of already identified cells. If a measurement is discarded in one MO, then the missing sample has to be processed by different ways that anyway degrade the measurement performance ; some techniques could simply repeat the last sample (but then in fading channels, it may be not significant from the channel power) or simply average on lesser number of samples. If there is a great variation level during the MO (which is very likely in long MO such a 40, 80 ms), the averaging may be out of the precision of the CPICH requirements,

· try to identify new cells,

so that inter-cell location update can be performed in a fast and reliable way. 

· inter-RAT measurements, particularly GSM and DCS 1800 . For these RATs, TS 25.133 [7]specifies in Tables 8.13 and 8.14 the maximum allowed time to perform initial BSIC identification and BSIC re-confirm. These calculations have been so far calculated assuming no collisions with RACH access. It is evident that the BSIC verification is delayed each time a MO is discarded, which is “detection window” for FCH and SCH GSM bursts.

TDD measurements are impacted as well.

1.2. RACH data rate vs. collisions

Uplink PDU transmission requests are issued from RLC to MAC. From a RACH data transmission perspective, it is necessary that  the RACH messages depart from the physical layer so that there is no congestion of PDUs at RLC layer. If congested, the RLC may buffer the PDU up to the moment when the PDU request rate decreases.

This situation is quite typical from bursty transmissions and some transmission delays are tolerated when congestion happens. However, if congestion is only partly “swallowed” between bursts, congestion may lead temporarily to buffer overload. When data transmission is more continuous, buffer overload leads to transmission break down. 

The cautionary note introduced by RANWG#2 (see section 1) authorizes MAC delaying the RACH access when collision with MO is possible. By  delaying the RACH access, it further increases the risk of congestion.

1.2.1. Combinations on PRACH channel

Combinations on PRACH channel is given in [3] (see Annex 1).

The SRB is given to be 16.6 kbps maximum data rate and is made of a composite multiplex of 3 RRC SRBs (16.6;13.6;12.8 kbps resp.) and 2 NAS_DT SRBs (both 12.8 kbps)

The Service RAB consists in a 32 kbps interactive/Background RAB.

Based upon this reference model, we have derived 2 different situations :

· No interactive/background 32 kbps service  : In such a  case, the only signalling flow is made of 16.6 kbps SRBs. The data flow consists in RRC signalling message as well as NAS message.  

· Interactive/Background 32 kbps service. Additionnally to the above mentioned  SRB, there is a service 32 kbps data flow. [4], section B1.2.details the bursty model of the non real-time services such as 32 kbps web browsing that could be mapped onto this RAB. 

· A browsing session consists in packet calls that are separated by Dpc= 412 seconds, on average,

· A packet call is made of Npc = 25 packets,

· The average inter-arrival time between packets is Dd= 0.125 second,

· The average size of a packet is (=480 bytes,

· The peak data rate is then :
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 RACH access onto physical channel

The parameters of Physical Layer and RACH access are given in Table 1. For illustrative purposes , they correspond to average values that may be encountered in typical situations.

· The persistence value is set to 1, therefore there is only one frame between 2 consecutive RACH access.

· The number of preamble is chosen to be 3 on average (with a 3 dB step, this corresponds to a +/- 9 dB signal level 

adjustment before message.

· There is one 10 ms synchronous MAC scheduling delay (implementation dependent),

· The RACH access slot has drawn 3.75 AS on average (maximum delay is 7.5 AS, even uniform probability)

· The AICH timing is for large cell size, that is to say:

· The inter preamble time (ppmin is 4 AS,

· The preamble to message time is (pm = 4 AS,
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Table 1 : Typical RACH access time

The inter-arrival time between RACH access for the 3.4 kbps SRB is given in Table 2.
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Table 3 : 3.4 kbps SRB inter-arrival time between RLC PDUs

For a RACH TTI of 10 ms, Table 1 and Table 3 show that the maximum continuous mean data rate that can be supported by the RACH is of the order of 3.25 kbps. (51 ms > 48.824 ms).

In CELL_FACH state, the  data rate is estimated to be 3.4 kbps which is the maximum data rate of the SRB most commonly used in CELL_DCH state[3]. However, in RACH access, the peak data rate is “boosted” so that no delay to uplink signalling is suffered. Therefore, for the SRB in the PRACH combinations :

· The mean data SRB rate is 3.4 kbps,

· The peak data rate is 16.6 kbps, whose high value is then justified in order to limit access delay of uplink to UTRAN

It is then concluded that a continuous 3.4 kbps data stream is a reasonable target from maximum continuous SRB uplink transmission. 

The inter-arrival time between RACH PDU load for the 32 kbps interactive RAB given in Table 3.
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 Table 4 :32 kbps Interactive RAB inter-arrival time between RLC PDUs for 32 kbps interactive service
From a  data rate perspective, it seems that the situation is not as critical as for the SRB because of the “bursty” nature of the interactive service. However, if RACH access are delayed, then some instantaneous congestion may occur. In such a case, the RLC buffer size has to increased to absorbe the RACH delays.

Conclusion

As shown in the previous sections, the MO collision with RACH may generate many side-effects that lead to degradation of the system performance.

In a very short time, it was not possible to simulate all the impacts described in the preceding sections. 

Therefore, the simulations concentrate on quantifying the following impacts :

· maximum mean data rate that can be sustained by the RACH access in the presence of collisions,

· degradation of the initial BSIC identification times for inter-RAT measurements,

2. Collision avoidance techniques

2.1. Default : no collision avoidance

The default situation is when there is no collision avoidance :

· the MO are systematically discarded when they collide the AICH channel on the downlink,

· the MO are discarded if “the UE needs UL CM” when collision is detected on a preamble or a RACH message on the uplink,

The only way around is to discard the scheduled measurements of this MO. 

2.2. Collision avoidance at MAC

As already stated in section 1, there is no mandatory requirement to implement the MAC re-scheduling of RACH transmissions.

In order not to be too far from any possible implementation that have addressed this, some very optimistic assumptions have been taken.

The main drawback of implementing this re-scheduling in MAC is that does not have any knowledge of the RACH access timing at the physical layer :

· timing of the drawn access slots, 

· timing of the beginning of the first preamble,

· time difference between preambles,

· time difference between the preambles and the AICH channel,

· timing of the RACH message,

as well as the maximum number of allowed preambles. All of these timings are at the access slot level.

The only time relationship which can be anticipated by MAC to predict RACH collision is at frame level.

Such a predicting scheme is depicted  in Figure 3. The minimum collision time is predicted to be made of :

· the access slot waiting time. For a reliable collision detection , MAC has to assume that RACH access slot is the latest possible one,

· the time needed for transmitting one preamble, if UL CM is needed,

· the AICH or message part length :

· if no UL CM is needed , AICH length

· if needed, message part,

MAC has knowledge of the timing MO (frame level). Then if a MO falls partly or fully within the minimum collision time, the collision is predicted during next RACH message.

If collision happens, the RACH access is re-scheduled up to the end of the collided MO.

A RACH message may be delayed only once.

This scheme is very optimistic because typically (in small cells) 3 preambles are needed on average. Moreover, from data rate point of view RACH access is delayed only once.
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Figure 3 : Collision prediction at MAC layer

2.3. Collision avoidance at Layer 1

As seen from the previous section, MAC has no precise timing knowledge of the RACH access. The technique described in [2] is implemented at Layer 1 and takes benefit from the “natural” access slot timing maintained at this layer.

Figure 5 depicts the way the collision is handled in this scheme :

· the access slot is known by layer 1,

· if UL CM is needed, therefore, the timing of the first preamble is known. 

· the same detection applies for the following preambles, if any,

· as Layer 1 knows the preamble timing, it may detect collision with AICH as well,

All Collisions are precise at the RACH to MO offset granularity i.e; 256 chips.

The MO can be tolerated i.e. pre-empted by RACH if no MO has been discarded out of the 16 latest MOs.

If the MO cannot be discarded, the RACH ramp up procedure is suspended up to the end of the MO. 

If the collision cannot be tolerated during the first preamble, then the RACH access randomly selects one access slot in the next available access slot set in the set of available RACH sub-channels within the given ASC.

If the collision cannot be tolerated during a subsequent preamble, then the RACH access selects the next access slot available in the set of available RACH sub-channels within the given ASC.
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Figure 5 : Collision prediction at Layer 1

Simulation model

RACH access is fully compatible with :

· the RACH access transmission procedure of TS 25.321 section 11.2. 

· the RACH access ramp up of TS 25.214,

However, the power levels are not simulated but the number of preambles is generated to be constant and equal to 3.

The simulation parameters are recapitulated in the next table :

MAC Layer
Persistence value Pi 


1


Set of available sub channels
1 single sub channel;

OR all sub channels


Scheduling between MAC and Layer 1 
10 ms


RACH TB size
166

Layer 1
Maximum number of preambles
10


T_meas
80 ms


N_TTI
1

OR

2


RACH TTI 
10 ms


AICH transmission parameter 
1 (large cell)


Need for UL Compressed mode
Yes/no


Need for DL Compressed mode
No

Data Source
Data type
Continuous


Mean data bps
· 3400 bps,

· 2900 bps,

· 2400 bps,

· 2100 bps,

· 1700 bps,

· 850 bps,


packet size
same as TB size


inter packet arrival time distribution
Dirac (packets arrive periodically)

Power control
not simulated
3 preambles fixedly at each access.

BSIC verification
Initial identification
Yes


Re_confirm
No


number of synchro burst miss
1 (SB detected on second occurrence)

Table 5 : Set of simulation parameters

3. Simulations results

The 13 simulations of Table 6 have been run  for :

· N_TTI = 1 ; Tmeas = 80 ms 

· 3400 bps,

· 2900 bps,

· 2400 bps,

· 2100 bps,

· 1700 bps,

· 850 bps,

· N_TTI = 2 ; Tmeas = 80 ms 

· 3400 bps,

· 2900 bps,

· 2400 bps,

· 2100 bps,

· 1700 bps,

· 850 bps,

Configuration number
RACH presence
RACH subchannel group
need for UL CM
collision avoidance
Comment

1
no
N/A
N/A
N/A
No RACH. The BSIC initial detection time is the same as TS25.133 Table 8.13

2
yes
all
No
none
RACH has always priority over MO

3

(0)




4

all

at L1
Collisions are detected according to section 3.3

5

(0)




6

all

at MAC
Collisions are detected according to section 3.2

7

(0)




8

all
Yes
none
RACH has always priority over MO

9

(0)




10

all

at L1
Collisions are detected according to section 3.3

11

(0)




12

all

at MAC
Collisions are detected according to section 3.2

13

(0)




Table 6 : 13 sets of simulations 

N_TTI = 1 ; Tmeas = 80 ms

3.1.1. RACH access performance – No UL Compressed mode

Mean data rate

In accordance with analysis of section 2.2, simulations have shown that RACH access data rate cannot be greater than 3400 bps but is 2900 bps without congestion even when RACH access has always priority over MOs. This corresponds to the default configuration (see section 3.1) shown in  Figure 7 : RACH; No collision avoidance; all sub-channels.

In Figure 7, vertical lines correspond to excessive mean data rate (it is in all cases more than 10 seconds) and that beyond the respective data rate, there is a congestion situation.

From the mean data rate access performance point of view, the following can be commented :

· it is confirmed that the number of access sub-channels has a important influence on the RACH access performance. It is necessary to have all sub channels to reach 2900 bps mean data rate.

· the maximum data rate that can be offered by collision avoidance at MAC layer is 1700 bps, even with all sub channels,

· the maximum data rate that the  Layer 1 can offer is the same as when RACH has always priority over measurement in both cases :

· only one sub-channel is available : 1700 bps,

· all sub-channels : 2900 bps

It can be then concluded that  Layer 1 collision avoidance technique performs strictly the same mean data rate as the default case. This corresponds to a gain of 70.59 % in data rate vs. the MAC collision avoidance technique.
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Figure 7 : RACH average delay vs. RACH mean data rate;(N_TTI=1;Tmeas=80;No UL CM)

RACH average access delay

From the mean RACH access delay point of view, minimum access delays are in accordance with the analysis of Table 1 (about 50 ms).

At a medium mean data rate of 850 bps, (Table 8 ) that is even when the MAC collision avoidance technique can offer the mean date, the Layer 1 performs better by offering lesser degradation to the default configuration. 

Configuration number
RACH presence
RACH subchannel group
need for UL CM
collision avoidance
Mean RACH access delay (ms)
Degradation (%)

1
no
N/A
N/A
N/A
N/A


2
yes
all
No
none
58.0013
Reference

3

(0)


72.934
25.75

4

all

at L1
58.7805
1.34

5

(0)


73.4001
26.55

6

all

at MAC
61.2617
5.62

7

(0)


75.2237
29.69

Table 8 : RACH mean access delay(N_TTI=1;Tmeas=80;No UL CM) @850 bps

3.1.2. RACH access performance – UL Compressed mode

Mean data rate

From the mean data rate access performance point of view, the following can be commented  from Figure 9 :

· the maximum data rate that can be offered by collision avoidance at MAC layer is 1700 bps, even with all sub channels,

· the maximum data rate that the  Layer 1 collision avoidance technique degrades the default performance but still operates better than the MAC layer when all sub-channels are available (2100 bps against 1700 i.e.).
The degradation to the default configuration brought by the L1 is simply explained by the fact that now collisions are managed for the benefit of measurements as shown in the next sections.

It can be then concluded that  Layer 1 collision avoidance technique performs still better than. This corresponds to a gain of 38.1  % in data rate vs. the MAC collision avoidance technique.
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Figure 9 : RACH average delay vs. RACH mean data rate;(N_TTI=1;Tmeas=80; UL CM)
RACH access delay

From the mean RACH access delay point of view, minimum access delays are in accordance with the analysis of Table 1 (about 50 ms).

At a medium mean data rate of 850 bps, (Figure 9)that is even when the MAC collision avoidance technique can offer the mean date, the Layer 1 performs better by offering lesser degradation to the default configuration. 

Configuration number
RACH presence
RACH subchannel group
need for UL CM
collision avoidance
Mean RACH access delay (ms)
Degradation (%)

1
no
N/A
N/A
N/A
58.0013
Reference

8
yes
all
Yes
none
58.0005
0

9

(0)

none
72.934
25.75

10

all

at L1
61.7357
6.44

11

(0)


79.7264
37.46

12

all

at MAC


65.4294
12.79

13

(0)


79.5882
37.22

Table 10 : RACH mean access delay(N_TTI=1;Tmeas=80; UL CM) @850 bps

3.2. GSM BSIC initial identification performance 

No UL Compressed Mode

The impact of collision has been simulated according to TS25.133 section 8.4.2.5.2.

The degradation is summarised in Table 11. The degradation is referenced to the default performance of TS25.133 Table 8.13 (36 MO are needed i.e 2880 ms).

For completeness, the degradation even in the cases of congestion are presented. For MAC collision avoidance technique, it is then to be noticed that when the congestion is chronical (1 sub channel only), there is no degradation, as the congestion is so severe that fewer collisions are made, but RACH access is not possible. When all sub-channels are available, not only it has congestion but also MAC technique degrades performance up to 119.4 % !

When there is no congestion :

· For upper data rates (2100,2400,2900) :

· when RACH has always priority over MO (ie default, ie no collision avoidance), the degradation is up to 272.2 %.

· This degradation is decreased to 38.9 % by the Layer 1 access technique,

· This corresponds to a Layer 1 advantage maintaining the identification time to 4000 against 6700 ms (nominal is 2880 ms),

· For lower data rates ( 850,1700 bps which are the only ones possible for the MAC collision avoidance technique):

· Both techniques behave similarly and make identification times shorter than when RACH access has always priority,

· For example, when all sub-channels are available, Layer 1 can reduce the identification degradation made by systematic RACH priority from 4480 ms to 4000 ms which is a net gain of 12 %. 
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Table 11 : Degradation of Initial BSIC degradation time (%) (N_TTI=1;Tmeas=80;No UL CM)

UL Compressed Mode

The degradation is summarized in Table 13. The degradation is referenced to the default performance of TS25.133 Table 8.13 ( 36 MO are needed i.e 2880 ms).

For Layer 1 collision avoidance technique, the congestion arises at lower bit rate than in no UL CM case because here there are collisions also onto UL.

When there is no congestion :

· For upper data rates (2900, 2400, 2100 bps)when RACH has always priority over MO, the degradation is up to 1311.1 % i.e the identification time degrades from 2880 to 40640 ms ! This definitely shows the seriousness of the problem of RACH priority over MO.

· For lower data rates ( 1700, 850) :

· the Layer 1 technique performs always better,

· For example, when all sub-channels are available, Layer 1 can reduce the identification degradation made by systematic RACH priority from 5280 ms to 3600 ms which is a net gain of 46.67 %. 
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Table 13 : Degradation of Initial BSIC degradation time (%) (N_TTI=1;Tmeas=80; UL CM)

3.3. N_TTI = 2 ; Tmeas = 80 ms

Similar results were found for this case. Curves and Tables are reported in the Annex.

These results are very homogeneous with those found for N_TTI = 1 ; Tmeas = 80 ms and the Layer 1 technique always better than the MAC collision avoidance technique.

No Uplink Compressed mode

The Layer 1 technique has no congestion up to 2400 bps data rate whereas MAC can only pass 1700 bps. This is a 41.18 % increase of data rates.

For RACH mean access delay , Layer 1 has little degradation to default access and performs better than MAC.

For BSIC verification when no congestion, Layer 1 technique improves the identification compared to default (RACH priority) from 2800 to 1760 ms which is then comparable to the nominal value of TS 25.133 [7]Table8.13 : 1280 ms. 

Uplink Compressed mode

The Layer 1 technique has no congestion up to 2100 bps data rate whereas MAC can only pass 1700 bps. This is a 23.53 % increase of data rates.

For RACH mean access delay , Layer 1 has little degradation to default access and performs better than MAC.

For BSIC verification when no congestion, Layer 1 technique improves the identification compared to default (RACH priority) from 4160 down to 2160 ms .

4. Extrapolation of the simulations

4.1. Measurements 

As described in section 2.1.4, other types of measurements are impacted by the collisions : 

· inter-frequency measurements : the fewer are the collisions, the better will be the precision of the measurements. Indeed, Layer 1 measurements are averaged over the measurement period, and if some “samples are missing” the average suffer from less time diversity. This issue is of course far more serious in high-speed vehicular channels. Additionally, as the Layer 1 measurement filter resides at the same layer than the Layer 1 Collision avoidance technique, an implementation refinement is made possible by the latter informing the former that collisions are detected and can be taken into account by the running Layer 1 filters. When the collision avoidance is at MAC layer, the performance is for sure degraded because there is some time (distorsion and precision) delays between Layer1and MAC,

· BSIC verification : the situation cannot be better because only 1/8 of the measurements occasions are possible on average to re-confirm BSIC ( see TS25.133 [8], section 8.4.2.5). Furthermore, MAC is not aware how L1 schedules the use of the MO’s, and therefore MAC cannot predict which MO’s are used for re-confirm BSIC, unless by pessimistically assessing all of them to be used for re-confirm BSIC, which would even worse impact RACH delays. The degradation impact of missing samples on MO onto the re-confirm times is anticipated to be at least doubled when compared to the initial identification case which confirms the seriousness of the problem,

4.2. RACH access 

It has been shown in the previous sections that Layer 1 collision avoidance technique provides higher maximum mean SRB source data rate than the MAC collision avoidance technique.

Coming back to the  PRACH combination ( see Annex 1), there is also a 32 kbps RAB that makes the throughput demand worse on the PRACH access and even empathises the conclusions drawn in the SRB only situation as simulated. In such a case, the following is extrapolated :

· Lower maximum mean SRB data rate is possible,

· delay on SRB is increased,

· even if the 32 kbps is temporarily congested during a packet call which is more demanding than the SRB, the service RAB is still possible but it suffers from :

· much more increased transit delays,

· need for bigger buffer sizes,

4.3. Conclusion 

One cannot see any reason why the results above as for the seriousness of the problem as well as for the performance hierarchy of the techniques ( default << MAC < Layer1) can be reasonably challenged.

It has been shown in the previous sections that the Layer 1 collision avoidance technique performs better because of its native ability to detect collisions at access slot level which is more accurate than the frame level of MAC Layer collision avoidance technique. 

Furthermore, the collision avoidance at Layer 1 is equivalent complexity as at the MAC layer. 

5. Conclusion

This paper have presented simulations results of the effect of RACH access collision onto the UE performance in terms of maximum RACH data rate, RACH access delay and initial BSIC verification time for 3 scenarii :

· default configuration : RACH has always priority over Measurement Occasions,

· RACH collision avoidance technique at Layer 1, for which RAN#WG1 asks guidance from RAN#WG4 [1],

· RACH collision avoidance technique at MAC Layer, as suggested in the cautionary note approved by RAN#WG2 [10] , one exact implementation being described in this paper.

These simulations have shown that the impact of RACH access collision onto measurement occasions is a very serious problem in the default configuration since the BSIC identification time can be increased up to 1311.1 % i.e the identification time degrades from 2880 to 40640 ms while, of course,  no congestion is noticed onto RACH.
The 2 collision avoidance techniques described in this paper manages the collision at Layer 1 and MAC Layer respectively. This allows to reduce the increase of BSIC identification time by RACH access. On the other hand, the maximum mean data rate that can be reached by these techniques may be degraded from the default configuration because RACH access may be delayed.

Layer 1 collision avoidance technique always performs better than the MAC collision avoidance technique in terms of maximum RACH data rate and RACH access delay. When all RACH sub-channels are available, while MAC technique can only support a maximum data rate of 1700 bps, the Layer 1 technique is capable of supporting a maximum data rate of 2900 bps  as in the default configuration. 

For BSIC identification point of view, when there is no RACH congestion, Layer 1 always reduces the identification time getting from 5280 ms to 3600 ms (default configuration) which is a net gain of 46.67 %.

The better performance of the Layer 1 collision avoidance technique is simply explained by the fact that,  natively, it incorporates much more accurate prediction timing accuracy than the MAC collision avoidance technique.

In response to the LS sent by RAN#WG1[1], it is then suggested that RAN#WG4 should support the following conclusions:

1. Q: Is there any problem at all with PRACH and measurement occasion collision, and if so what is the seriousness of the problem, especially in relation with futureproofness against unforeseen network and UE configuration.

A: collision between RACH access and the measurement occasion is a very serious problem that degrades significantly the UE performance of RACH access in terms of maximum RACH data rate, RACH access delay and initial BSIC verification time. The impact on measurements is not only for inter-FDD frequency measurements (see RAN2 cautionary note in MAC spec) but also for BSIC verification for inter-RAT measurements,

2. Q: what should be the preferred solution to the problem (some fixes have already be made in RAN2 and RAN4, does the fix proposed in RAN 1 bring any additional improvement?).

A: The Layer 1 collision avoidance technique performs significantly better any MAC Layer collision avoidance technique. RAN#WG4 kindly suggests that RAN#WG1 should further consider the CR proposed in [2],
3. Q: depending on the seriousness of the problem, from which release should the problem be fixed.

A: Although the problem is very serious, it is not fatal to the system, to the extent that only the UE not implementing some fix are impacted. So, it is proposed to incorporate the Layer 1 collision avoidance technique only from Release 5.
4. Q: if acceptable to make the CR at the RAN WG1 level, does RAN WG2 have any feedback on the CR to RAN WG1 documentation ?

A: no answer (the question is not addressed to RAN 4).
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Table 6.10.2.1.2: Signalling RBs

#
Maximum rate, kbps
Logical channel
PhyCh onto which SRBs are mapped

1
UL:1.7 DL:1.7
DCCH
DPCH

2
UL:3.4 DL:3.4
DCCH
DPCH

3
UL:13.6 DL:13.6
DCCH
DPCH

4
DL:27.2 (alt. 40.8)
DCCH
SCCPCH

5
UL:16.6
CCCH
PRACH

6
DL:30.4 (alt. 45.6)
CCCH
SCCPCH

7
DL:33.2 (alt. 49.8)
BCCH:
SCCPCH

8
DL:24 (alt. 6.4)
PCCH
SCCPCH

6.10.2.4.4
Combinations on PRACH

6.10.2.4.4.1
Interactive/Background 32 kbps PS RAB + SRB for CCCH + SRB for DCCH

6.10.2.4.4.1.1
Transport channel parameters

6.10.2.4.4.1.1.1
Transport channel parameter for Interactive/Background 32 kbps PS RAB, SRB for CCCH, SRB for DCCH

Higher layer
RAB/signalling RB
RAB
SRB#0
SRB#1
SRB#2
SRB#3
SRB#4


User of Radio Bearer
Interactive/ Background RAB
RRC
RRC
RRC
NAS_DT
High prio
NAS_DT
Low prio

RLC
Logical channel type
DTCH
CCCH
DCCH
DCCH
DCCH
DCCH


RLC mode
AM
TM
UM
AM
AM
AM


Payload sizes, bit
320
166
136
128
128
128


Max data rate, bps
32000
16600
13600
12800
12800
12800


AMD/UMD/TrD PDU header, bit
16
0
8
16
16
16

MAC
MAC header, bit
24
2
24
24
24
24


MAC multiplexing
6 logical channel multiplexing

Layer 1
TrCH type
RACH


TB sizes, bit
360
168
168
168
168
168


TFS
TF0, bits
1x168



TF1, bits
1x360


TTI, ms
20 (alt. 10)


Coding type
CC 1/2


CRC, bit
16


Max number of bits/TTI after channel coding
768
384
384
384
384
384


Max number of bits/ Radio frame before rate matching
384 (alt. 768)
192 (alt. 384)
192 (alt. 384)
192 (alt. 384)
192 (alt. 384)
192 (alt. 384)

6.10.2.4.4.1.1.2
TFCS

TFCS size
2

TFCS
32 kbps + SRBs for CCCH/ DCCH = TF0, TF1

6.10.2.4.4.1.2
Physical channel parameters

PRACH
Minimum Spreading factor
64 (alt. 32)


Max number of data bits/radio frame
600 (alt. 1200)


Puncturing Limit
1

ANNEX 2 : Results of N_TTI = 2 ; Tmeas = 80 ms 
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Figure 11 : RACH average delay vs. RACH mean data rate;(N_TTI=1;Tmeas=80; no UL CM)

Configuration number
RACH presence
RACH subchannel group
need for UL CM
collision avoidance
Mean RACH access delay (ms)
Degradation (%)

1
no
N/A
N/A
N/A
N/A


2
yes
all
No
none
58.0005
Reference

3

(0)


72.934
25.75

4

all

at L1
60.3525
4.06

5

(0)


74.8004
28.97

6

all

at MAC
63.0517
8.71

7

(0)


78.0549
34.57

Table 15 : RACH mean access delay(N_TTI=1;Tmeas=80;No UL CM)@850bps
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Table 16 : Degradation of Initial BSIC degradation time (%) (N_TTI=1;Tmeas=80;No UL CM)
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Figure 12 : RACH average delay vs. RACH mean data rate;(N_TTI=1;Tmeas=80; UL CM)
Configuration number
RACH presence
RACH subchannel group
need for UL CM
collision avoidance
Mean RACH access delay (ms)
Degradation (%)

1
no
N/A
N/A
N/A
58.0013
Reference

8
yes
all
Yes
none
58.0001
0

9

(0)

none
72.934
25.75

10

all

at L1
64.4587
11.13

11

(0)


82.1886
41.7 

12

all

at MAC


68.4773
18.06

13

(0)


84.4646
45.63

Table 17 : RACH mean access delay(N_TTI=1;Tmeas=80; UL CM) @850bps
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Table 18 : Degradation of Initial BSIC degradation time (%) (N_TTI=1;Tmeas=80; UL CM)
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