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1	Introduction
In this contribution, we are going to discuss the following two issues from last meetings.
· Issue 4-2: Reference and test encoder/decoder
· Issue 4-5: Standardization steps for option 3
2	Discussion
2.1 Issue 4-2: Reference and test encoder/decoder
	Issue 4-2: Reference and test encoder/decoder
Test decoder definition:
Test decoder(for UE side test): the decoder to be used in RAN4 tests and implemented in TE. it will be captured in the specifications if necessary (for example, for Option 3 it would be explicitly captured in the specifications)
test decoder definition covers both Option 3 and Option 4
Companies are invited to bring proposals to clarify the meaning/definition of the reference encoder/decoder used in the RAN4 discussions.



The definition of test decoder has been captured in above agreements. The meaning and definition of reference decoder, also the relation with test decoder requires further clarification. We take UE side test as example in following discussion:
· In general, TE would implement a decoder to test with the encoder implemented by DUT. In option 3, the decoder implemented by TE is fully specified. Regardless of detailed procedure, by definition, it means that TE vendors or other vendors can develop models with consistent performance according to the specifications. Thus, with option 3, there is no need to have decoder verification procedure before test.
· Based on the discussion from last meeting, reference decoder is used for purposes like defining requirements. There are two possible alternatives to define requirements:
· Alt 1: Each companies implements reference decoder and evaluates the performance with developed encoder. Requirements are specified based on results from multiple companies, e.g., taking average. 
· Alt 2: RAN4 also defines a reference encoder and requirements are specified based on the paring of reference encoder and decoder.
No matter which alternative to pick, reference decoder also needs to be fully specified. Therefore, in our consideration, for option 3, there is no need to differentiate test decoder and reference decoder. A unified design is preferred to avoid duplicate discussion.
Proposal 1: For option 3, a unified design of test decoder and reference decoder is preferred.
Proposal 2: For option 3, suggest to consider the possibility of introducing reference encoder for defining requirement requires.
· In option 4, the test decoder is partially specified. Concrete solutions is still under discussion. The principle behind option 4 is to leave some free space for vendor implementation. Given this situation, verification procedure would be needed before test to ensure not only the test decoder can normally operate with encoder of DUT, but also the test decoder is well developed that would not impact the overall performance.
· How to conduct the verification procedure also needs more discussion.
· Offline collaboration is a possible way out. If this is the case, we may just need to specify the reference decoder on top of the outcome of option 4.
· If verification is considered in RAN4, this procedure is somewhat similar as NW side test but with the role change between TE vendor and DUT vendor. Potential solutions like defining verification encoder or verification dataset (e.g., including {target CSI, encoder output}), could be considered. In our consideration, this part could combine with the work on defining requirements, through specifying a pair of reference encoder and reference decoder (also given the conclusion made in RAN1 #116bis [1], that option 2 for inter-vendor collaboration, i.e., standardized dataset, is deprioritized.). Reference encoder and decoder can be used to define requirements while reference encoder can also be used for test decoder verification.
Proposal 3: For option 4, whether to consider test decoder verification in RAN4 requires further discussion.
Proposal 4: If test decoder verification is considered in RAN4, a pair or pairs of reference encoder and reference decoder is suggested to be specified with model structure at least.

2.2 Issue 4-5: Standardization steps for option 3
In last meeting, the flow chart provided in R4-2405653 is taken for reference and discussion (attached in Appendix). We are generally fine with the procedure depicted in the chart but with some additional considerations:
1) Before step 1, we may need to identify target cases with specific test conditions, under which the model can be trained and evaluated.
2) For step 1, we think it is better to limit the scope of potential model types to avoid too diverse implementations, which is helpful for group to converge. Based on evaluation results in TR38.843 and FL’s summary in last meeting, Transformer-based could be prioritized.
3) Regarding to each target case, we need to define the evaluation methodology (EVM), especially the performance metrics and evaluation dataset. The performance of different models can be evaluated and compared based on EVM. The definition of evaluation dataset shall at least include the data format, data content and conditions for generating data. Companies can provide each own dataset and how to utilize these datasets can be further discussion, for example, merging datasets from different companies or selecting a common dataset for reference. Thus, this step can be inserted before step 4 of the flow chart.
4) For step 5, the group need to align the understanding on, whether only a single model architecture would be determined for 2-sided case at least for this release (multiple decoders would be possible depending on future discussion. Introducing more advanced model architecture in future release is also possible). 
5) The necessity of step 8 and 9 require further discussion.
Proposal 5: Suggest to consider following aspects on the flow chart provided in R4-2405653.
· Add a step, “identify target cases with specific test conditions” before step 1.
· For step 1, suggest to limit the scope of potential model types. Transformer-based could be prioritized.
· Add a step, “Define evaluation methodology” before step 4.
· Suggest to align the understanding of step 5 on, whether only a single model architecture would be determined for 2-sided case at least for this release.
· Discuss the necessity of step 8 and 9.

Conclusion
In this contribution, testability and interoperability issues for CSI compression and CSI prediction are discussed with following proposals:
Proposal 1: For option 3, a unified design of test decoder and reference decoder is preferred.

Proposal 2: For option 3, suggest to consider the possibility of introducing reference encoder for defining requirement requires.

Proposal 3: For option 4, whether to consider test decoder verification in RAN4 requires further discussion.

Proposal 4: If test decoder verification is considered in RAN4, a pair or pairs of reference encoder and reference decoder is suggested to be specified with model structure at least.

Proposal 5: Suggest to consider following aspects on the flow chart provided in R4-2405653.
· Add a step, “identify target cases with specific test conditions” before step 1.
· For step 1, suggest to limit the scope of potential model types. Transformer-based could be prioritized.
· Add a step, “Define evaluation methodology” before step 4.
· Suggest to align the understanding of step 5 on, whether only a single model architecture would be determined for 2-sided case at least for this release.
· Discuss the necessity of step 8 and 9.
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Appendix
Step-1:  Identify necessary Model Architecture Parameters
Standardization Procedure End
for a certain use case
(e.g., CSI compression for precoding matrix under certain config.)
Model architecture parameters could include: Model type, Model depth, Layer type/size, Quantization, etc. 
Model training procedure, loss function, training datasets, hyperparameters, etc.
Step-3:  Companies provide two-sided model design based on their own study/preference
Step-4:  Performance comparison based on different companies’ en/decoder designs
Yes
No
Step-6:  Performance alignment by companies based on agreed model architecture/training parameters
Performance comparison in terms of metrics like NMSE, SGCS, etc.
No
Yes
No
Standardization 
Procedure Start
Step-2:  Identify necessary Model training Parameters
Test decoder is expected to be generated in this step
Reference encoder is assumed, but leave enough implementation flexibility to vendors (similar to Demod alignment for MMSE-IRC)
Step-8:  performance alignment 
for encoder design by companies 
based on assumptions on reference encoder 
Yes
RAN4 performance requirement obtained (for certain reference encoder)
Step-10:  Derive RAN4 performance requirement
Step-5: RAN4
agree on two-sided model architecture
 / training parameters?
Step-7: RAN4 agree on test decoder 
(which can be fully specified in spec.)
Step-9: RAN4 achieve performance alignment?
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