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1 Introduction
In RAN #102 meeting, the WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are shown in following table.
	· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift


During the last meeting, some conclusions has been reached for CSI compression and CSI prediction[2]. In the following section, we will provide the detailed discussions for CSI compression and prediction.
2 Discussion
Reference and test encoder/decoder
	Test decoder definition:
Test decoder(for UE side test): the decoder to be used in RAN4 tests and implemented in TE. it will be captured in the specifications if necessary (for example, for Option 3 it would be explicitly captured in the specifications).
test decoder definition covers both Option 3 and Option 4.
Companies are invited to bring proposals to clarify the meaning/definition of the reference encoder/decoder used in the RAN4 discussions.


At the last meeting, RAN4 discussed the definition of the test decoder as shown in above table. Another remain issue is the meaning/definition of reference encoder/decoder. To our understanding, the motivation of reference encoder/decoder is to achieve interoperability of DUT and TE vendor during the test. For option 4 with partial knowledge, which needs additional information (e.g. dataset, reference encoder/decoder, model structure) to achieve this motivation. The ultimate motivation of interoperability is to ensure that any encoder paired with any TE decoder should result in the same performance. Consequently, the reference encoder/decoder in RAN4 only used to ensure the DUT can pass the test, in other words, it could be used in RAN4 for simulation alignment. 
Proposal 1. The encoder/decoder used in RAN4 discussions for simulation alignment/requirement derivation. It could be documented or captured in the specifications as necessary.
Option 3 for 2- side model
Regarding the option 3 for 2-side model, we have the following candidate agreement in following table.
	In order to consider model performance with more concrete details, companies are encouraged to bring parameters/values proposals, considering RAN4 existing test configuration or RAN1 baseline scenario captured in TR 38.843 in Table 6.2.1-2 for example.
Companies to report model type used, input/output type (e.g., eigenvectors, raw channel matrix), training collaboration type and latent message size.


At the previous meeting, RAN1’s agreement is shown in the following table. 
	For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether CSI generation part the UE uses past CSI information
	Whether CSI reconstruction part the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes





For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, RAN1 agreed to use above use cases for further study. In all of the cases mentioned above, they can be roughly divided into three categories, spatial frequency- domain compression, temporal spatial frequency -domain and CSI compression plus predication. The structure of an example model for case 0 is shown in Fig. 1, which is only use input data to compress in UE side and decompress in NW side. For case 1/2/5, historical assistant information is considered to improve the performance for CSI compression. The only difference is whether to consider historical information on UE side, NW side, or both of them. The structure of an example model for case 1/2/5 is shown in Fig. 2. Regarding case 3 and 4, which is focus on CSI prediction. Here we don’t talk about details anymore.
[image: ]Figure 1. The structure of case 0
[image: ]
Figure 2. The structure of case 1/2/5
At the last meeting, RAN4 agreed to consider model performance with more concrete details, and encouraged to bring parameters/ values. In existing requirements, RAN4 evaluated PMI by link level simulation, and assumptions in section 6.3 for different test configurations in TS 38.101-4. Compared to the table 6.2.1-2, the significant difference between the TDL and CDL models. However, RAN4 always uses TDL model to define requirements and to configure the test environment. Regarding the CDL channel model in RAN4 testing, this is still discussed for R-19 work item in the RAN plenary. However, link level simulation is optionally adopted in RAN1. From a testing point of view, the test parameters of CSI compression should be more in line with the configuration of test environment to achieve minimum requirements. So RAN4 can use the following table 6.2.1-2 as a reference. And detail parameters may be need to align with RAN4 existing test configuration. 
Table 6.2.1-2: Baseline Link Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline.
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation 

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied

	Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.



Observation 1. CDL channel model is still discussed for Rel-19 work item in the RAN plenary.
Proposal 2. Table 6.2.1-2 in TS 38.843 can be used as a reference, more detail parameters need to align with RAN4 existing configuration.
On the other hand, regarding AI model architecture parameters, we have the the following proposal.
Proposal 3. Considering the following table parameters for model architecture.
	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer

	
	input/output type
	Eigenvector

	
	training collaboration type
	Type1

	
	latent message size
	57, 104, 270bit



Option 4 for 2- side model
At the previous meeting, RAN4 deliberated on potential candidate options for option 4, namely the means of achieving interoperability between DUT vendors and TE vendors. In TS 38.843, we defined partial knowledge in RAN4 specification for decoder to achieve interoperability. With regard to this partial knowledge of the decoder, it can bring more flexible approaches for TE vendors. To ensure interoperability, we need to define more knowledge between DUT and TE side. All candidate options as shown in following table. 
	· Option 1: dataset based
· Option 2: aggregated data set
· Option 3: Model structure/architecture based
· Option 4: Reference encoder
· Option 5: Other – “hybrid”


For above options, we want to give some analysis form our side. Firstly, if RAN4 standardizes a dataset, which can be derived from reference encoder/decoder according generation procedure. And reference encoder/ decoder is also full defined in RAN4 specification. DUT vendor and TE vendor could use the dataset to train AI/ML model, e.g. encoder and decoder models. A TE vendor could use dataset and partial knowledge to train their own encoder and decocer. A DUT vendor also could use dataset and partial knowledge to design their own encoder and decoder. DUT vendor and TE vendor can guarantee the better performance on their side. 
As mentioned before, RAN4’s motivation is to achieve interoperability, which means RAN4 must guarantee that any encoder paired with any TE decoder should result in the same performance. In other words, TE decoder should be paired with any DUT decoder during the test. 
However, different DUT vendors may have different model types, even if we have a standardized dataset, there are still some difficulties to guarantee the same performance between different DUT and different TE vendors. 
[image: ]
Figure 3. Dataset based for option 4 test decoder
And for option 2 with aggregated dataset, which based on the contributions of all companies and capturing all aggregated datasets in the specification. Firstly, RAN4 can achieve some agreements for part of parameters, all companies can design encoder/ decoder pair contribute the dataset(decoder input, decoder output). DUT and TE vendors can use the aggregated datasets to train their own encoder/decoder model. Since partial knowledge is captured in RAN4 specification, DUT vendor can use it as a reference decoder model when training models. TE vendor can use partial knowledge and aggregated dataset to train the test decoder, even if partial knowledge provide more flexibility to TE vendor, but the aggregated dataset includes all of the DUT vendor’s training data, which depends on its own encoder model structure and parameters. Compared to option1 with dataset, we believe that the aggregated dataset has more possibility to achieve interoperability. 
[image: ]
Figure 4. Aggregated dataset based for option 4 test decoder
If RAN4 standardizes reference encoder, whether still need encoder input and output. DUT vendor can train encoder based on reference decoder. Also TE vendor can use reference to train decoder model. However, different companies could have different implementations for dataset collection. Different channel estimation methods(e.g. LS, MMSE) will produce different channel information. Also different pre-processing methods (e.g. eigenvectors, raw channel matrix) may have different input types. It’s difficult to guarantee the same performance between any DUT and TE vendors. 
Interoperability is difficult to achieve due to only standardized reference encoders. In addition, input dataset or output latent can be considered as candidate options. Our understanding is that if RAN4 standardizes the latent message, there are still some aspects that need to be clarified. The key point is whether latent message refers to before or after quantization. If the latent message is provided before the quantization, RAN4 needs to clarify which quantization method is used (e.g. scalar or vector). Because different quantization methods can have different feedback overhead and quantization principle. 
[image: ]
Figure 5. Reference encoder and dataset based for option 4 test decoder
In addition, if RAN4 standardizes dataset, input dataset and reference encoder need to capture in RAN4 specification. TE vendor can use dataset to train test decoder model. During the test, the test decoder can be paired with any DUT encoder to achieve the same performance. 
Observation 2. Further clarification is needed on whether the latent message is before or after quantization if RAN4 is consider standardizing the latent message.
Proposal 4. To consider standardizing the reference encoder and dataset for option 4. 

3 Conclusion
In this contribution, we give some detailed discussions on testability and interoperability issues for AI-CSI , The conclusions are:
Observation 1. CDL channel model is still discussed for Rel-19 work item in the RAN plenary.
Observation 2. Further clarification is needed on whether the latent message is before or after quantization if RAN4 is consider standardizing the latent message.
Proposal 1. The encoder/decoder used in RAN4 discussions for simulation alignment/requirement derivation. It could be documented or captured in the specifications as necessary.
Proposal 2. Table 6.2.1-2 in TS 38.843 can be used as a reference, more detail parameters need to align with RAN4 existing configuration.
Proposal 3. Considering the following table parameters for model architecture.
	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer

	
	input/output type
	Eigenvector

	
	training collaboration type
	Type1

	
	latent message size
	57，104，270bit



Proposal 4. To consider standardizing the reference encoder and dataset for option 4. 
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