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[bookmark: _Toc116995841]Introduction
At the previous RAN4#110-bis meeting considerable time was devoted to the discussion of the open issues related to two-sided models for AI/ML-based compressed feedback. Even though following the ad Hoc minutes [1] and WF [2] very little agreements were achieved, the companies had a good exchange of the view on topics below:
· RAN4 metric (relative throughput) for CSI prediction and compression sub-use-cases
· Clarifications in the definition of Test Decoder and a discussion of reference encoder/decoder, including
· The agreement that RAN4 continues to discuss Options 3 and 4 and can review/discuss RAN1 agreements on interoperability if there will be any.
· A need for multiple or a single decoder model for different test scenarios
· What parameters and values should be chosen for the alignment of performance requirements
· What could be the procedures to design test decoder following Option 3 or Option 4.
In this contribution we further analyze open issues listed above and make several proposals with the objective to streamline further discussion of the two-sided models.

[bookmark: _Toc116995842]Discussion

Principles of performance alignment for AI/ML CSI compression
The overall process of AI/ML based compressed CSI feedback reporting and evaluation is demonstrated in the Figure 1 below.


[bookmark: _Ref165660024][bookmark: _Ref166070198]Figure 1: The scheme of AI/ML-based compressed CSI feedback performance evaluation.

We think that capturing the scheme above (at least for information) would help in the upcoming discussion because it clearly illustrates the main elements of AI/ML based compressed CSI feedback. For example, it will be much easier to refer to clearly identified values such as Ve, Z, A, M, etc. in the discussion.
[bookmark: _Toc166509168]RAN4 to capture the AIML CSI compression scheme from Figure 1 above for information to simplify the discussion of the simulation scenario/test case, model parameters, data sets, etc.

Next, we think that some baseline assumptions and goals should be clearly defined in RAN4 before processing with actual simulations, performance alignment, decoder design, etc. We discuss those below in more details.

RAN4 study of two-sided AI/ML CSI reporting
At RAN4#110-bis very few agreements were achieved because the companies didn’t come to the common understanding of what is the actual target of potential simulations that are expected to be carried out.
In our view, the study in RAN4 can be split in the following main tasks:
1) Task 1 (Parameters and performance alignment study): Study the possibility to define minimum performance requirements and the need/feasibility of reference model(s) (encoder and decoder), based on the simulations by different companies.
2) Task 2 (Test/Reference decoder/encoder derivation study): Study the feasibility of deriving test and/or reference decoder following Option 3 and Option 4.
These tasks are related to each other but have their own particularities. Initially, Task 1 does not need to be related to the resolution of inter-operability issue because companies can use their own design of encoder and decoder, and the main question is whether the performance of such company-specific implementations will be even comparable. Whereas the main objective of Task 2 is to derive (or specify the assumptions case of Option 4) the actual test decoder that should be interoperable with different encoder implementations or with a reference encoder. Additionally, the outcome of Task 1 should give more understanding about which approach is feasible for Task 2: Option 3 or Option 4 and how to treat the (reference) encoder design.
[bookmark: _Toc166509169]RAN4 to split the study of two-sided CSI feedback at least in two stages:
a. [bookmark: _Toc166509170]Task 1 – Parameters and performance alignment study
b. [bookmark: _Toc166509171]Taks 2 – Test/reference decoder/encoder derivation study

For main goal for the Taks 1 is to understand how different the assumptions on model will be, training and consequently in performance will be. This process is illustrated in the flow chart below.



Figure 2: Flow chart for Task1: Parameters and performance alignment study.

[bookmark: _Toc166509172]RAN4 to consider the flow chart for Task 1 in the Figure above to limit the set of model and training parameter and evaluate the feasibility of Option 3 and/Option 4.

Regarding the model training (Step 2), in our view, it is important to consider in the study the realistic two-sided models, i.e., not the models trained specifically for the test/simulation parameters (i.e., in Step 1). For example, we think that training of the models can be done with CDL models even though the testing quite probably will be done with TDL models.
[bookmark: _Toc166509173]RAN4 to avoid using AI/ML models trained specifically for the test/simulation parameters, i.e., consider realistic and generic encoder and decoder training, e.g., based on CDL channel even if tested in TDL.

The key difference in between these Task 1 and Task 2 is how inter-operability issue is treated. It is obvious that when the encoder-decoder pair is trained by a single company (the usual case when performance requirements are derived) there is no inter-operability issue as such. The inter-operability issue occurs when the decoder designed by one company is used with the test or reference decoder that do not match each other. Therefore, good alignment of performance in between individual companies does not result in interoperability. Referring to Figure 1, even if accuracy metric  for Company1 is as high  as for Company2, it does not follow that when  is used as an input for company2 decoder the accuracy will be high (i.e., ) may be very far from  or ).
[bookmark: _Toc166509174]Good alignment in accuracy metric A or performance metric M reported by different companies in Task 1 does guarantee interoperability in between the encoder and decoder implementations across the companies.

Completely specified test decoder, provided by Option 3, may simplify interoperability issue, but does not completely resolve it. Interoperability still depends on how encoders are designed and are they interoperable with Option 3 decoder. For example, one option could be to train encoder together with the test decoder. However, in this case, the test is becoming a formality. The performance in this case might be also overestimated if certain level of misalignment among the encoder and decoder is present in the field. On the other hand, if encoder is trained independently from the test decoder, a degradation of performance may be observed due to lower interoperability.
[bookmark: _Toc166509175]Even if test decoder is fully specified (Option 3), it is not still obvious what encoder shall be assumed/can be used to derive the performance requirements and/or in the actual test. 
[bookmark: _Toc166509176]There is no need to defined reference decoder if test decoder is fully specified (Option 3).
[bookmark: _Toc166509177]RAN4 to discuss which encoder can be used together with the fixed decoder (Option 3), considering at least the following options:
c. [bookmark: _Toc166509178]Option 1: (Reference) encoder is trained together with the test decoder and specified like test decoder.
d. [bookmark: _Toc166509179]Option 2: Encoder training based on test decoder is up to each company.
e. [bookmark: _Toc166509180]Option 3: Some parameters of (reference) encoder are specified, but its training is up to each company.

Considering the need to agree on the principle of training not only decoder but also encoder, we propose the following possible workflow:


Figure 3: A flow chart of possible process of derivation of test decoder and performance requirements with Option 3.

[bookmark: _Toc166509181]RAN4 to consider the flow chart in figure above as a possible way forward to the derivation of test decoder and performance requirements following Option 3.

Metrics/KPIs for AI/ML-based CSI feedback
At the previous RAN4#110 meeting it was agreed to use throughput as the metric for inference in CSI prediction use-case:
	Before meeting: Issue 4-1: CSI Prediction Accuracy metrics
· Proposals
· Option 1: Prediction accuracy can be used as KPI/metric
· Option 2: Prediction accuracy cannot be used because the “correct” value is not available
· Option 3: Throughput should be the default metric, others should be discussed only if throughput is not feasible
· Option 4: Others
· Recommended WF
· Option 3
Agreements:
· Agree option 3 for inference only. TBD whether we use relative or absolute throughput.
· Monitoring will be discussed separately. 



As we can see in the Figure 1, even though evaluation of the two-sided model can be made based on the comparison of Ve/V and Vd (i.e., based on accuracy metric A), ultimately, the RAN4 requirements metric M should be used to compare the performance of the models from different companies. Otherwise, it will not be possible to conclude about good alignment of performance requirements.
As we can observe from the existing PMI reporting test cases, even when PMI is reported for the Enhanced Type II codebook, for reference, the SS shall transmit PDSCH with randomly selected precoding matrix from Type I Single-Panel Codebook (e.g., defined in the Table 5.2.2.2.1-6 in TS 38.214). The main reason is that it is easier to use Type I codebook to select the precoding matrices with random probabilities from the limited number of options. Whereas randomisation of Type II codebook is more complicated because it includes more indices and a linear combination of vectors. Hence, it is harder to guarantee that the resulting random precoding matrix makes sense. The same problem is expected with AI/ML-based compressed CSI feedback because randomization of the feedback (e.g. of eigenvectors) while keeping it realistic is not that straightforward like with Type I feedback.
Additionally, the reason to select relative throughput in the legacy requirements was due to the difference in absolute performance in between the companies. Hence, relative thought was used to normalizes out implementation differences in precoding application.
Finally, taking about the inference performance test case, the information to compute the performance metric needs to be available. This is the issues in the case of accuracy, because in addition to decoded feedback (Vd), the ground truth Ve or V should be available in the TE.
[bookmark: _Toc166509182]In the legacy requirements, relative thought was used to normalizes out implementation differences in precoding application. Type I single-panel codebook is easier to randomize to establish the reference PDSCH throughput (in the denominator of relative throughput γ) in comparison with Type II codebook or AI/ML-based compressed feedback.

Hence, it seems to us reasonable to use the same approach as in the existing requirements, i.e., to use randomized Type I single-panel codebook in the definition of relative throughput:
[bookmark: _Toc166509183]RAN4 to adopt relative throughput metric  based on random Type I PMI feedback for AI/ML-based CSI feedback performance requirements and use it in the comparison of simulation results.

Moreover, as agreed above, we still need to consider what metric can be used for performance monitoring requirements. Even though the exact mechanism is still under discussion in RAN1, we can expect that the monitoring will be based on known CSI used as a ground truth, e.g. either reported by the UE based on actual measurements or defined by the test setup:
	Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric




Therefore, for performance monitoring, we do not need to consider the same throughput-based metric as for inference requirements:
[bookmark: _Toc166509184]RAN4 to consider CSI prediction accuracy metric (e.g., SGCS) based on known CSI value for performance monitoring tests taking into account RAN1 specification of corresponding mechanism.

Parameters
Already at RAN4#110 meeting the first effort to identify parameters and configurations that might need to be defined/restricted to derive the test decoder (according to Option 3 or Option 4) were performed.
	[image: ]



As we can see above, excluding Generalization and Scalability aspects that can be discussed separately, two groups of parameters were discussed:
1) Model architecture parameters
2) Model training parameters
In addition to that, at RAN4#110-bis meeting the discussion of simulation scenario parameters has started as well:
	In order to consider model performance with more concrete details, companies are encouraged to bring parameters/values proposals, considering RAN4 existing test configuration or RAN1 baseline scenario captured in TR 38.843 in Table 6.2.1-2 for example.

Companies to report model type used, input/output type (e.g., eigenvectors, raw channel matrix), training collaboration type and latent message size



Therefore, one additional group of parameters to be considered is:
3) Performance evaluation/test case parameters

[bookmark: _Toc166509185]RAN4 needs to consider three groups of parameters to evaluate and align the performance of AI/ML CSI compressions: 1) Performance evaluation/test case parameters 2) Model architecture parameters 3) Model training parameters.

1.1.1.1. Simulation/test parameters
Regarding model evaluation/simulation/test parameters two approaches were considered following the agreement from the previous meeting:
· Based on RAN1 LL simulation assumptions specified in the TR 38.843,
· Based on parameters already available in existing RAN4 requirements.
The new AI/ML based CSI feedback is an alternative to the legacy CSI/PMI feedback based on algorithmic/closed-form codebook presentation. MIMO operation does not change as such due to the introduction of new AI/ML feedback, except that the different precoding matrices can be used, e.g., based on decoded eigenvectors. Since the existing CSI reporting requirements are based on the precoder PDSCH throughput, we can expect that the same or at least very similar requirement configurations and parameters will be used for AI/ML CSI feedback. Therefore, they should be taken into account when agreeing about the typical parameters and training data for AI/ML CSI feedback.
Legacy CSI reporting requirements (Conducted, since FR1 is more relevant use-case due to the digital precoding and larger size of the feedback) are specified in Clause 6.3 of TS 38.101-4. The following groups of requirements are considered:
· Number of RX: 1RX (RedCap only), 2RX, 4RX
· Duplex: FDD, TDD
· Number of TX: 4TX, 8TX, 16 TX, 32TX
· Type of feedback: TypeI-SinglePanel Codebook, TypeII Codebook, TypeI-SinglePanel Codebook for Single-DCI based transmission scheme.
· Number of PMI: Single PMI, Multiple PMI (referred to Wideband/sub-band reporting)
Additionally, the following test parameters/configurations are specified:
· Propagation channel: e.g., TDLA30-5, etc.
· Antenna configuration: e.g., 32x2, (N1,N2)+(4,4) (based on number of TX and RX)
· ZP CSI-RS configuration
· NZP CSI-RS for CSI acquisition
· CSI-IM configuration
· Sub-band Size and csi-Reporting Band, e.g., 8RBs
· Codebook configuration, depending on the type of feedback.
[bookmark: _Hlk166470898]If we consider the typical parameters that were used in the RAN1 studies, then FDD RAN4 test case with 16 and/or 32 Tx are of relevance. These requirements can be found in the clauses:
· 6.3.3.1.4 Single PMI with 32TX TypeI-SinglePanel Codebook
· 6.3.3.1.6 Multiple PMI with 16Tx Enhanced Type II Codebook
If we compare these test parameters and compare those to the ones that were discussed during the online discussions (), we can observe that
[bookmark: _Toc166509186]RAN1 LL simulation parameters are not detailed enough in comparison to RAN4 test parameters. RAN1 LL simulations parameters do not necessarily contradict the parameters based on RAN4 test cases.

Table 1: RAN1-based LL simulations parameters considered in offline discussions during RAN4#110-bis.
	[bookmark: _Hlk164396627]Parameter
	Value

	Duplex, Waveform 
	FDD OFDM 

	Carrier frequency
	2GHz 

	Bandwidth
	20MHz

	Subcarrier spacing
	15kHz 

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C 

	UE speed
	3kmhr

	Delay spread
	30ns 

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline.
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation 

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied

	Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.



[bookmark: _Toc166509187]RAN4 configure test/simulation parameters based on one of the existing PMI reporting tests from TS 38.101-4 as a starting point, e.g., 6.3.3.1.4 Single PMI with 32TX TypeI-SinglePanel Codebook or 6.3.3.1.6 Multiple PMI with 16Tx Enhanced Type II Codebook as a starting point.

Following the proposal above, it can be possible to adopt RAN1 simulation parameters with RAN4 assumptions:

Table 2: High-level link-level simulations parameters aligned with RAN4 test cases
	Parameter
	Value

	Duplex, Waveform 
	FDD OFDM 

	Reference carrier frequency (for information)
	2GHz

	Bandwidth
	40MHz

	Subcarrier spacing
	30kHz 

	Nt
	32: (8,4,2,1,1,4,4), (dH,dV) = (0.5, 0.8)λ and/or
16: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	TDLA30-5 as starting point,
CDL-C (3km UE speed, 30n delay spread) can be considered

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline.

	Rank per UE
	Rank 1



[bookmark: _Toc166509188]RAN4 can also consider high-level LL simulation parameters aligned with RAN4 test cases from the table above.

1.1.1.2. Model and Training parameters
In our contribution to RAN4#110bis [3], we have already shared model and training parameters. These parameters were not discussed in detail at that meeting therefore we want to repeat our proposal again:

[bookmark: _Ref166452811]Table 3. Proposed Option 3 Test Decoder Parameters [3]
	Category
	Parameter
	Description/Examples
	Nokia preferred parameter values

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, MLP
	Transformer

	
	Model depth
	Number of layers
	Several multi-head attention layers (min: [3], max: [7])

	
	Layer type
	Fully connected, convolutional, activation layer, etc.
	Fully connected layers with activation function for each attention layer/block.
Note that output layer can be different.

	
	Layer size
	Neuron count and configuration
	Specify embedding and feedforward dimensions, number of attention heads per attention layer/block.

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)
	Scalar quantization 

	
	Encoder-decoder interface
	Number of latent variables and formatting of bits.
	FFS, e.g., 64 latent dimensions with two-bit quantization, i.e., 128 overhead bits.

	
	Fixed point representation
	Int8, int16, floating point etc
	FFS, decision to be made during/after model design, or may be left for implementation.

	
	Format of input to encoder/output of decoder
	Eigenvectors, channel matrix, Type II reporting.
	Eigen vectors,
Sub-band reporting (e.g., [13] sub-bands for 10 MHz CBW, 15kHz SCS).

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)
	Collaboration type: Type-3 Network first training

	
	Loss function
	SGCS, NMSE, etc.
	SGCS

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)
	Channel model for training: UMa
Note that in the performance test TDL or CDL (if available) model to be used.
Number of Tx/Rx ports:
4 RX, 16 or 32 TX
Note that other options should not be precluded but better to agree on a single scenario as a starting point.
Rank: 1
Channel estimates:
Channel eigenvectors derived from [ideal, non-ideal] channel estimates, magnitude normalized to unit length.
Dataset size:
Sufficient number of samples to achieve minimum performance and prevent underfitting are needed.

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.
	FFS, since these details depend on selected architecture.

	
	Cross-validation details
	Dataset splits for training/testing 
	80%/20%, where training data is also used for validation.

	Generalization (may be applicable to all options)
	Parameters for Generalization Scenarios
	UE speed, SINR, Indoor/outdoor, LOS/NLOS, Propagation model, etc.
	FFS depending on the training assumptions.

	
	Performance requirements on test dataset(s)
	Mean SGCS, throughput, etc.
	FFS, on how to compare performance in identified and other scenarios.

	Scalability (may be applicable to all options)
	Scalability parameters

	Supported antenna port configurations (e.g., (2,8,2), (2,4,2),
carrier frequency,
bandwidth, etc.
	FFS depending on the training assumptions.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)
	FFS depending on RAN-1 agreements.



[bookmark: _Toc166509189]RAN4 to consider the preferred values of parameters as described in the table above for the feasibility checking of Option -3 for AI/ML test decoder design. 

In addition to already agreed training parameters, Defining the criteria for training completion is essential for the test decoder. To fully specify the test decoder for Option 3, it can be specified in terms of number of epochs, batch size, and learning rate. Initially, these parameter values can be included in the proposal for the test decoder model, and subsequently, the most optimal values can be established as the standard.
For a partially defined test decoder under Option 4, details such as the number of epochs, batch size, and learning rate can be left as implementation specifics. However, the criterion for training completion can be set as a minimum SGCS performance threshold.
We propose to incorporate training completion criteria into the parameters both Option 3 and Option 4. For Option 3, the completion criteria can be defined by the number of epochs, batch size, and learning rate, whereas for Option 4, the criteria can be specified as a minimum SGCS performance threshold.

On Option 4
In our contribution to RAN4#110bis [3], we also proposed the following options for specifying the parameters for the design of a test decoder based on Option 4 relative to the proposed parameters for Option 3:
· Option 1 (Model architecture-based):
· Option 1a: Freeze a complete model architecture while leaving training data for implementation.
· Option 1b: Freeze a backbone of model architecture while leaving complete training data and model architectural details for implementation.
· Option 2 (Dataset based):
· Option 2a: Freeze complete training data while leaving model architecture for implementation.
· Option 2b: Freeze the important characteristics of training data, e.g., number of bits of latent message while leaving actual data samples and model architecture for implementation.
· Option 3: Freeze the important characteristics of training data, e.g., number of bits of latent message, and a backbone of model architecture while leaving actual data samples and architectural details for implementation.
Herein, we expand on the specifics concerning the above proposed sub-options.
For Option 1a, the parameters in Table 3 are adopted except for the “Training datasets” parameters and the “Cross-validation details”.  This approach retains the full specification of the model architecture yet allows the implementer the freedom to draw on various sources – simulations and field data – for the training dataset.  However, performance metrics are required with this option, such as a minimum average SGCS, in order to ensure that the test decoder performs at the desired level.
For Option 1b, the backbone of the architecture specification is retained but more freedom is allowed in the design of the model architecture than in Option 1a.  Relative to Table 3, not only are the “Training datasets” and “Cross-validation details” omitted, but also the “Model depth”, “Layer size”, and “Fixed point representation” parameters.  Aspects of the “Layer type” may need to be retained to support the specified “Model type”, which is the core of the backbone specification.  This approach provides more freedom to the implementer to not only devise a model with the desired performance, but also to have more control over the complexity of the model.
[bookmark: _Hlk166459204]For Option 2a, the complete set of training data is specified, but the model architecture is up to the test decoder implementation.  In terms of Table 3, most of the “Model architecture parameters” can be omitted from the specification.  However, for interoperability, the “Quantization method for the encoder output”, “Encoder-decoder interface”, and “Format of input to encoder/output of decoder” are retained so that encoders are compatible with the test decoder.
The difference between Option 2a and Option 2b is that, while the “Quantization method for the encoder output” and “Encoder-decoder interface” are retained, the data samples in the training dataset can be drawn from sources selected by the implementer.  Therefore, the implementer has control over most of the “Training datasets” parameters, although the number of Tx and Rx ports is always set by the specific test case.  In addition, the implementer can also have freedom to define the details of the “Training procedure”, “Loss function”, and “Hyperparameters”.  Since the dataset is determined by the implementer, the implementer also has control over the “Cross-validation” details.  The challenge with Option 2b is to maintain interoperability since interoperability is defined by the mapping between the encoder input CSI and the output of the encoder and this may be lost by allowing the implementer to have control of the dataset.
Option 3 is essentially a combination of Option 1b and Option 2b.  The specification does not need to include “Model depth”, “Layer size”, and “Fixed point representation” since they are not part of the backbone of the model architecture.  It also does not need to include “Training datasets” as well as the “Training procedure”, “Loss function”, “Hyperparameters”, and “Cross-validation details” since the essential parts of the training dataset are those parts which control the interface between the encoder and decoder.
When considering the above options, we see that interoperability is maintained only when aspects of the training data are fixed.  In fact, Option 2a is the best option for interoperability since it fixes the complete training dataset.  If means can be found to ensure interoperability with a more relaxed approach to the dataset, then options 2b and 3 can also be considered.  Options 1a and 1b both have issues with interoperability, though it may be beneficial to at least specify the architecture backbone.  In order to address interoperability, we feel it is best to focus development for Option 4 test decoders on the above Options 2a, 2b, and 3, where Option 2a appears to be the preferred option at this time.
[bookmark: _Toc166509190]Data-set based approach (Freeze complete training data while leaving model architecture for implementation) is the best for Option 4 test decoder design to address interoperability.
[bookmark: _Toc166509191]For Option 4-based test decoders, focus on the following sub-options, where Option 2a is currently preferred to best address interoperability:
· Option 2 (Dataset based):
· Option 2a: Freeze complete training data while leaving model architecture for implementation.
· Option 2b: Freeze the important characteristics of training data, e.g., number of bits of latent message while leaving actual data samples and model architecture for implementation.
· Option 3: Freeze the important characteristics of training data, e.g., number of bits of latent message, and a backbone of model architecture while leaving actual data samples and architectural details for implementation.

Relation RAN4 and RAN1 discussions
At RAN4#110bis it was agree that for now RAN4 need to continue the work on the design of test decoder following Option 3 or Option 4 regardless of the RAN1:
	Agreement:
RAN4 continues to discuss Option 3 and 4 and can review/discuss RAN1 agreements on interoperability if there will be any.



Following the outcomes of the previous RAN1#116 meeting RAN1 is considering the following options for inter-vendor training of encode and decoder:
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters) -> Option 3 in RAN4
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.




Further discussion of these options continued at RAN1#116-bis meeting and went in the following directions [R1-2403504]:
1) Offline engineering vs direct deployment of reference model at UE side
	Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 




2) On the options to address inter-vendor collaboration complexity, e.g., in relation to the NW-UE collaboration levels such as z4, for Option 3,/4/5 above.
3) Clarification on Option1 in relation to RAN4:
	Conclusion
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.




[bookmark: _Toc166509192]There is an inaccuracy in RAN1 conclusion about RAN1 Option 1: “It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4.” RAN1 Option 1 is defined as “Fully standardized reference model (structure + parameters)”. Hence, it corresponds only to RAN4-Option 3 and not to RAN4-Option 4.

It also should be emphasized that in Option 1 the reference model(s) is/are not mandated for NW/UE implementation. Even though Option 1 avoids the need for inter-vendor collaboration, UE and NW vendors can still use other RAN1 Options 3, 4, or 5 to have more specialized solutions with better performance, as observed below:
4) Observation of limited performance for Options 1 and 2:
	Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.




5) Deprioritization of Option 2:
	Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.




It is obvious that based on RAN1 and RAN4 agreements these working groups can proceed in parallel with their own studies, especially before the Working Item phase starts.
On the other hand, RAN1 agreements will have an impact on RAN4 design and performance. For example, if RAN4 proceeds with RAN4-Option 3 and RAN1 defines a reference two-sided model based on RAN1-Option 1, then it is not clear why two different references should be used in RAN1 and RAN4.
Similarly, some impacts on RAN4 can be expected based on the discussion of RAN1 Options 3-5. RAN1-Option 4 and 5 define formats for model and data exchange, could have less impact on performance of RAN4 Option 3 and 4 for now. However, Option 3 might specify model structure explicitly, and this structure can be reused for RAN4-Option 4. 

[bookmark: _Toc166509193]Even though RAN1 and RAN4 studies of the two-sided model design can continue rather independently before/if working itemed phase, an impact of RAN1 interoperability solutions on RAN4 test decoder design and performance is expected, especially based on the progress in RAN1 Option 1 and Option 3.
[bookmark: _Toc166509194]RAN4 will need to evaluate the compliance of RAN4 reference/test encoder/decoder designs with RAN1 outcomes (e.g., whether RAN1 Option 1 reference model can be re-used for RAN4 Option 3, and whether RAN1 Option 3 model structure can be used for RAN4 Option 4).


Generalization and Scalability
In the RAN4#110 meeting, the agreements for Generalization are noted as below.
	Issue 1-1: Generalization update 
Agreement:
· For AI/ML generalization [tests/requirements]
· RAN4 should discuss it and decide the requirements/tests for each AI feature in the case-by-case manner



In the last meeting RAN4#110bis the topic of generalization was not discussed. However, we think that this is an important topic to be discuss. And in this section, we discuss about the different aspects of testing the generalization and scalability of the AIML enabled functionality.
Tests and Parameters that should be considered for the definition of different generalization/scalability scenarios:
1. Generalization Scenarios
[bookmark: _Toc166509195]Generalization parameters like the overall scenario (LOS, NLOS, indoor, outdoor, etc.), SINR, UE speed, etc. are generally not known at the UE nor the gNB. And this must be configured at the TE.

	Parameters
	Description

	UE Speed
	Slow / Medium / Fast

	SINR
	Good / Bad Radio conditions

	Outdoor / Indoor
	Position of the UE

	LOS/NLOS
	

	Propagation Model
	UMa / Umi


Table 4: Parameters for Generalization Scenarios

2. Scalability Scenarios
Scalable parameters such as the number of antenna ports, bandwidth, or carrier frequency are typically known at the UE and the gNB side, e.g., by exchange of configuration messages. Therefore, one possible option is to select or configure the UE sided ML models to the given scalability parameters. In such a case, one would have to specify a set of ML models covering the predefined scalability parameter values. This option generates some extra overhead, for example, with respect to the memory size for the multiple ML models, but otherwise might ensure best possible performance per configuration.
[bookmark: _Toc166509196]Scalability parameters are generally known at the UE and the gNB and, typically, do not change during the active time of a UE in a certain cell.

	Parameters
	Description

	Number of Antenna ports
	(N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)

	Carrier Frequency
	FDD, TDD at sub-band level

	Bandwidth
	E.g., 10MHz, 20MHz


Table 5: Parameters for Scalability Scenarios

[bookmark: _Toc166509197]For the verification/testing of generalization/scalability related aspects in RAN4 for AI/ML enabled CSI feedback enhancement, RAN4 should define different scenarios based on parameters listed in the tables above.
After the identification of different scenarios, RAN4 should further study the following aspects.
1. Minimum performance for identified scenarios.
Minimum performance for identified scenarios should be comparable to the minimum RAN4 performance requirements. The functionality should be able to achieve this as baseline performance.
2. Tolerance margin for other scenarios.
Tolerance margin is the margin by which the performance of the functionality is degraded with respect to the performance of the identified scenarios. The tolerance margin can be defined based on the simulation results and can be adapted for in field performance of the functionality.
AI/ML models and functionalities have their limits on the conditions where they can be used. These limitations can be imposed by the training procedure or dataset, based on the definition of the UE capabilities, and importantly based on the generalization capabilities. 

The generalization capability of a functionality can impact the performance of the functionality, for example if the functionality is not generalized enough across a set of scenarios, this will result in frequent switch of the functionality resulting in the degradation of the performance. 

[bookmark: _Toc166509198]Less generalized functionalities across a set of scenarios can result in frequent switching of model/functionality resulting in performance degradation.
To mitigate the problems caused by less generalized functionalities, it is important to ensure that the functionality is generalized enough. Ensuring the generalization aspects of functionality across different scenarios and conditions is not straightforward. At the outset we need the scenarios and conditions need to be identified and aligned. KPIs for generalization need to be defined. And then the tests need to be carried out on all the scenarios and based on the validation result it can be decided if the functionality is generalized enough. To carry out all these identified steps, it becomes imperative to have a test framework to test the generalization aspects of a functionality.

In order to address this issue, we propose a new metric to indicate the generalization capabilities of an AI/ML model/functionality, that may be referred as “generalization score”. In case of CSI feedback enhancement use case, this may be used to verify/check whether the CSI feedback enhancement functionality/model (which may be developed for a specific scenario and/or configuration) generalize well to other scenario(s) and/or configuration(s). 

As an example, if it is identified that there are 3 scenarios and 3 configurations of interest, then there will be 9 different pairs (Scenario 1, Configuration 1), (Scenario 1, Configuration 2), (Scenario 1, Configuration 3), (Scenario 2, Configuration 1), …, (Scenario 3, Configuration 3). Any one pair out of these 9 pairs can be the baseline setup (depending on functionality/model implementation) and the remaining 8 pairs will then be used as other set ups to test the generalization aspects. An overall generalization score can be calculated as a function of individual pair verdicts, e.g., as simple average or weighted average of the individual generalization verdict of each Pair ‘j’ (i.e., Pair ‘1’ to Pair ‘N), where the verdict of Pair ‘j’ = 1 if the functionality/model generalize to Pair ‘j’ else it is equal to 0.




[bookmark: _Toc166509199]RAN4 needs to design a new metric, indicative of generalization capabilities of AI/ML model/functionality, to verify the generalization performance of the model/functionality in different scenarios.

LCM for CSI-feedback
One of the factors that influence the performance of the AIML enabled functionality is the latency of the LCM actions. 
If performance monitoring detects a performance degradation to a point where a decision to either switch this model/functionality with another model/functionality is taken or a fallback decision is taken, it means that the AI/ML functionality is degrading the system performance and if this functionality, with detected performance degradation, keeps running then the impact on system performance may result in catastrophic consequences. 
Therefore, it is crucial to stop this model/functionality, either by falling back to legacy method or by switching to another model/functionality, within a specified time. For a use case like AIML enabled CSI feedback, it would be very urgent to stop/switch functionality because a wrong channel information would lead to wrong link adaptation and scheduling decisions impacting the throughput.  
[bookmark: _Toc166509200][bookmark: _Hlk159265435]For UE-assisted or NW-based performance monitoring, if required LCM action is not taken in a timely manner, the performance of AI/ML-based CSI feedback may be degraded to undesirable levels.
[bookmark: _Toc158988450][bookmark: _Toc166509201][bookmark: _Hlk159265451]Core requirements should be considered to limit latency of LCM actions (e.g. activation, deactivation, fallback, switching etc.) typical for the CSI feedback enhancement use case.


[bookmark: _Toc116995848]Conclusion
In the paper we have discussed various open issues related to the AI/ML based CSI feedback, including the ways to continue the study of test decoder, the definition of test metrics, simulation/test assumptions, model and training parameters, generalization and LCM requirements.
The following Observations and Proposals were made:
On alignment in two-side CSI use-case:
Proposal 1: RAN4 to capture the AIML CSI compression scheme from Figure below for information to simplify the discussion of the simulation scenario/test case, model parameters, data sets, etc.


Figure 1: The scheme of AI/ML-based compressed CSI feedback performance evaluation

Proposal 2: RAN4 to split the study of two-sided CSI feedback at least in two stages:
a) Task 1 – Parameters and performance alignment study
b) Taks 2 – Test/reference decoder/encoder derivation study

Proposal 3: RAN4 to consider the flow chart for Task 1 in Figure below to limit the set of model and training parameter and evaluate the feasibility of Option 3 and/Option 4.


Figure 2: Flow chart for Task1: Parameters and performance alignment study

Proposal 4: RAN4 to avoid using AI/ML models trained specifically for the test/simulation parameters, i.e., consider realistic and generic encoder and decoder training, e.g., based on CDL channel even if tested in TDL.
Observation 1: Good alignment in accuracy metric A or performance metric M reported by different companies in Task 1 does guarantee interoperability in between the encoder and decoder implementations across the companies.
Observation 2: Even if test decoder is fully specified (Option 3), it is not still obvious what encoder shall be assumed/can be used to derive the performance requirements and/or in the actual test.
Proposal 5: There is no need to defined reference decoder if test decoder is fully specified (Option 3).

Proposal 6: RAN4 to discuss which encoder can be used together with the fixed decoder (Option 3), considering at least the following options:
a.	Option 1: (Reference) encoder is trained together with the test decoder and specified like test decoder.
b.	Option 2: Encoder training based on test decoder is up to each company.
c.	Option 3: Some parameters of (reference) encoder are specified, but its training is up to each company.

Proposal 7: RAN4 to consider the flow chart in Figure below as a possible way forward to the derivation of test decoder and performance requirements following Option 3.


Figure 3: A flow chart of possible process of derivation of test decoder and performance requirements with Option 3.

On Metrics/KPIs for AI/ML-based CSI feedback:
Observation 3: In the legacy requirements, relative thought was used to normalizes out implementation differences in precoding application. Type I single-panel codebook is easier to randomize to establish the reference PDSCH throughput (in the denominator of relative throughput γ) in comparison with Type II codebook or AI/ML-based compressed feedback.
Proposal 8: RAN4 to adopt relative throughput metric γ based on random Type I PMI feedback for AI/ML-based CSI feedback performance requirements and use it in the comparison of simulation results.
Proposal 9: RAN4 to consider CSI prediction accuracy metric (e.g., SGCS) based on known CSI value for performance monitoring tests taking into account RAN1 specification of corresponding mechanism.

On simulations, Model, and Training parameters:
Proposal 10: RAN4 needs to consider three groups of parameters to evaluate and align the performance of AI/ML CSI compressions: 1) Performance evaluation/test case parameters 2) Model architecture parameters 3) Model training parameters.
Observation 4: RAN1 LL simulation parameters are not detailed enough in comparison to RAN4 test parameters. RAN1 LL simulations parameters do not necessarily contradict the parameters based on RAN4 test cases.
Proposal 11: RAN4 configure test/simulation parameters based on one of the existing PMI reporting tests from TS 38.101-4 as a starting point, e.g., 6.3.3.1.4 Single PMI with 32TX TypeI-SinglePanel Codebook or 6.3.3.1.6 Multiple PMI with 16Tx Enhanced Type II Codebook as a starting point.
Proposal 12: RAN4 can also consider high-level LL simulation parameters aligned with RAN4 test cases from the table below.
High-level link-level simulations parameters aligned with RAN4 test cases
	Parameter
	Value

	Duplex, Waveform 
	FDD OFDM 

	Reference carrier frequency (for information)
	2GHz

	Bandwidth
	40MHz

	Subcarrier spacing
	30kHz 

	Nt
	32: (8,4,2,1,1,4,4), (dH,dV) = (0.5, 0.8)λ and/or
16: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	TDLA30-5 as starting point,
CDL-C (3km UE speed, 30n delay spread) can be considered

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline.

	Rank per UE
	Rank 1



Proposal 13: RAN4 to consider the preferred values of parameters as described in Table below for the feasibility checking of Option -3 for AI/ML test decoder design.
Table: Proposed Option 3 Test Decoder Parameters [3]
	Category
	Parameter
	Description/Examples
	Nokia preferred parameter values

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, MLP
	Transformer

	
	Model depth
	Number of layers
	Several multi-head attention layers (min: [3], max: [7])

	
	Layer type
	Fully connected, convolutional, activation layer, etc.
	Fully connected layers with activation function for each attention layer/block.
Note that output layer can be different.

	
	Layer size
	Neuron count and configuration
	Specify embedding and feedforward dimensions, number of attention heads per attention layer/block.

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)
	Scalar quantization 

	
	Encoder-decoder interface
	Number of latent variables and formatting of bits.
	FFS, e.g., 64 latent dimensions with two-bit quantization, i.e., 128 overhead bits.

	
	Fixed point representation
	Int8, int16, floating point etc
	FFS, decision to be made during/after model design, or may be left for implementation.

	
	Format of input to encoder/output of decoder
	Eigenvectors, channel matrix, Type II reporting.
	Eigen vectors,
Sub-band reporting (e.g., [13] sub-bands for 10 MHz CBW, 15kHz SCS).

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)
	Collaboration type: Type-3 Network first training

	
	Loss function
	SGCS, NMSE, etc.
	SGCS

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)
	Channel model for training: UMa
Note that in the performance test TDL or CDL (if available) model to be used.
Number of Tx/Rx ports:
4 RX, 16 or 32 TX
Note that other options should not be precluded but better to agree on a single scenario as a starting point.
Rank: 1
Channel estimates:
Channel eigenvectors derived from [ideal, non-ideal] channel estimates, magnitude normalized to unit length.
Dataset size:
Sufficient number of samples to achieve minimum performance and prevent underfitting are needed.

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.
	FFS, since these details depend on selected architecture.

	
	Cross-validation details
	Dataset splits for training/testing 
	80%/20%, where training data is also used for validation.

	Generalization (may be applicable to all options)
	Parameters for Generalization Scenarios
	UE speed, SINR, Indoor/outdoor, LOS/NLOS, Propagation model, etc.
	FFS depending on the training assumptions.

	
	Performance requirements on test dataset(s)
	Mean SGCS, throughput, etc.
	FFS, on how to compare performance in identified and other scenarios.

	Scalability (may be applicable to all options)
	Scalability parameters

	Supported antenna port configurations (e.g., (2,8,2), (2,4,2),
carrier frequency,
bandwidth, etc.
	FFS depending on the training assumptions.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)
	FFS depending on RAN-1 agreements.



Proposal 14: We propose to incorporate training completion criteria into the parameters both Option 3 and Option 4. For Option 3, the completion criteria can be defined by the number of epochs, batch size, and learning rate, whereas for Option 4, the criteria can be specified as a minimum SGCS performance threshold.

On Option 4 test decoder:
Observation 5: Data-set based approach (Freeze complete training data while leaving model architecture for implementation) is the best for Option 4 test decoder design to address interoperability.
Proposal 15: For Option 4-based test decoders, focus on the following sub-options, where Option 2a is currently preferred to best address interoperability:
· Option 2 (Dataset based):
· Option 2a: Freeze complete training data while leaving model architecture for implementation.
· Option 2b: Freeze the important characteristics of training data, e.g., number of bits of latent message while leaving actual data samples and model architecture for implementation.
· Option 3: Freeze the important characteristics of training data, e.g., number of bits of latent message, and a backbone of model architecture while leaving actual data samples and architectural details for implementation.

On relation to RAN1:
Observation 6: There is an inaccuracy in RAN1 conclusion about RAN1 Option 1: “It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4.” RAN1 Option 1 is defined as “Fully standardized reference model (structure + parameters)”. Hence, it corresponds only to RAN4-Option 3 and not to RAN4-Option 4.
Observation 7: Even though RAN1 and RAN4 studies of the two-sided model design can continue rather independently before/if working itemed phase, an impact of RAN1 interoperability solutions on RAN4 test decoder design and performance is expected, especially based on the progress in RAN1 Option 1 and Option 3.
Proposal 16: RAN4 will need to evaluate the compliance of RAN4 reference/test encoder/decoder designs with RAN1 outcomes (e.g., whether RAN1 Option 1 reference model can be re-used for RAN4 Option 3, and whether RAN1 Option 3 model structure can be used for RAN4 Option 4).

On Generalization:
Observation 8: Generalization parameters like the overall scenario (LOS, NLOS, indoor, outdoor, etc.), SINR, UE speed, etc. are generally not known at the UE nor the gNB. And this must be configured at the TE.
Observation 9: Scalability parameters are generally known at the UE and the gNB and, typically, do not change during the active time of a UE in a certain cell.
Proposal 17: For the verification/testing of generalization/scalability related aspects in RAN4 for AI/ML enabled CSI feedback enhancement, RAN4 should define different scenarios based on parameters listed in the tables below.
	Parameters
	Description

	UE Speed
	Slow / Medium / Fast

	SINR
	Good / Bad Radio conditions

	Outdoor / Indoor
	Position of the UE

	LOS/NLOS
	

	Propagation Model
	UMa / Umi


Parameters for Generalization Scenarios
	Parameters
	Description

	Number of Antenna ports
	(N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)

	Carrier Frequency
	FDD, TDD at sub-band level

	Bandwidth
	E.g., 10MHz, 20MHz


Parameters for Scalability Scenarios
Proposal 17: For the verification/testing of generalization/scalability related aspects in RAN4 for AI/ML enabled CSI feedback enhancement, RAN4 should define different scenarios based on parameters listed in the tables above.
Observation 10: Less generalized functionalities across a set of scenarios can result in frequent switching of model/functionality resulting in performance degradation.
Proposal 18: RAN4 needs to design a new metric, indicative of generalization capabilities of AI/ML model/functionality, to verify the generalization performance of the model/functionality in different scenarios.

On LCM Core requirements:
Observation 11: For UE-assisted or NW-based performance monitoring, if required LCM action is not taken in a timely manner, the performance of AI/ML-based CSI feedback may be degraded to undesirable levels.
Proposal 19: Core requirements should be considered to limit latency of LCM actions (e.g. activation, deactivation, fallback, switching etc.) typical for the CSI feedback enhancement use case.

[bookmark: _Toc116995849]
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