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1. Introduction
Rel-19 Work Item (WI) was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface (WID in [1]). The application of AI/ML techniques to NR air interface has been studied in FS_NR_AIML_Air.
This work item provides normative support for the general framework of AI/ML concerning air interfaces. It also enables the implementation of recommended use cases outlined in the previous study. Furthermore, several study objectives within this project aim to address outstanding issues identified during the study, with the goal of enhancing understanding in preparation for future normative effort.
The current agreements on how to perform the RAN4 study on general issues for AI/ML, and issues related to interoperability/testing have been captured in the latest TR [2]
[bookmark: _Hlk130824939]In this contribution, we provide our viewpoints on some of the interoperability and testability aspects for AI/ML for NR air interface for CSI compression and prediction. 
2. Discussion
2.1 Test encoder/decoder option 3
During RAN4#110-bis the following issue was discussed: 
Issue 4-5: Option 3 standardization process
· Proposals
· Option 1: This flowchart can be used as reference, RAN4 is now discussing Steps 1-4,  RAN4 to futher work on feasibility to pass Step - 5 and move to Step - 6
· Option 2: others
· Recommended WF
Discussion on choosing parameters for the option 3 feasibility study started in the previous meeting and some agreements were captured in a table reproduced below (agreements highlighted in green, tentative agreements highlighted in yellow, our additional proposals are highlighted in blue):




	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth/parameters
	Number of layers, Kernel/Filter Size, Padding, Stride, Pooling layers parameters, Number of channels

	
	Layer type
	Fully connected, convolutional, activation layer (activation type: leakyRelu,etc),  batch(group)-normalization layer,dropout layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	
	Ground truth CSI:
· Data sample type
· Data sample format 
	Precoding matrix, channel matrix
Scalar quantization and/or codebook based quantization (e-type II, etc)

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration training type (see discussion), encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)
Number of layers/rank?
SNR, Genie/ real channel estimates (impairments)?
Data format of training (depends on
Collaboration training type) 
Size of training data set
Specify channel model parameters or training data samples stored in a repository?
Different Training Sets (configurations/ scenarios)?
Multiple vendor training sets 

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/validation/testing
This testing doesn’t refer to DUT testing

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s). Does test refer to DUT testing here? What is the testing dataset?
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)


              
Table 1 Set of parameters for evaluating the feasibility of Option 3
During RAN4#110-bis for the purpose of fully specifying the test decoder (Option 3) in RAN4 a flowchart was proposed (R4-2405653) consisted of multiple steps. Regarding the generation of the training data set, an important question is if the ideal channel estimates or the UE specific channel estimation procedures are used to generate the training data. In order to align the results between companies and to understand the performance differences between different schemes, we propose that companies report, along with simulation results, the method of obtaining the encoder input: genie channel estimates, real channel estimation, and details of the impairment model (SNR, etc).
Proposal 1: For aligning the results between companies and for assessing the performance differences between different schemes, we propose that companies report along with simulation results, the method of obtaining the encoder input: genie channel estimates versus real channel estimation, and details of the impairment model (SNR, channel estimation error etc).
Our understanding of the training procedure for deriving the fully specified decoder is that each company trains the test decoder with a preferred encoder along with the agreed-upon training data. This procedure resembles a training collaboration of type 1. We would like to discuss the advantages of employing training collaboration of type 3 instead. We provide our view below
· Training collaboration type 1: For type 1 training, we jointly train a reference Encoder with the specified reference test decoder (model parameters). For this option we will need to specify the reference encoder/decoder pair. In order to specify the test decoder we will need agreement on: 
· (a) Dataset V 
· (b) Reference Encoder/Decoder structure ( baseline based on Table 1)
· Training collaboration type 3: For type 3 training we jointly train multiple pairs of mutually agreed encoder/decoder pairs to generate the intermediate dataset {c,V} to train the test decoder. We can allow the training dataset to be an aggregate of {c,V} across different UE and decoders implementations. In order to specify the test decoder we will need specification on: 
· (a) Dataset {c,V} collected by multiple vendors. (multiple contributing companies)
· (b) Reference Decoder model parameters (specified according to Table 1)
We provide a list of the issues we are observing regarding the feasibility of current approach for Option 3:
· Issue 1 (Applicable to type 1 training): Each UE vendor has some specific variant implementations. If we train a test decoder that doesn’t cater for different UE encoders implementations (for example with training type 1 reference encoder) could cast this method infeasible, since even a well-trained UE encoder (DUT) could encounter unpredictable behavior from test Decoder (test decoder hasn’t seen similar data before since it was trained with a reference encoder). It would be challenging to ensure the test decoder to produce meaningful answers for all expected DUT UE (in Type 1 training type).  A well-trained UE encoder could fail the test since the test decoder is not able to generalize. UE DUT could also have a different backbone network from reference encoder that could lead to performance degradation.
· Issue 2 (applicable to type1 & type3): The test decoder should also capture characteristic of NW vendors (test decoder should be similar enough to NW implementation) because the DUT testing should reflect the conditions in the real deployment. Otherwise, the test could pass at TE vendor but fail during real deployment. An essential consideration is whether the information provided in the specification and the training dataset used to train the test decoder are adequate to ensure reliable performance across deployment scenarios-infra-vendors (that is, if DUT passes the test, then we have high confidence that it will perform well in the field). For alignment with real-world deployment, it's crucial that network vendors provide sufficient information to expect the gNB decoders will perform at the same level observed during testing. However, achieving this alignment with standardized decoders poses challenges, as it necessitates a high degree of similarity between the gNB decoder and the test decoders. 
Observation 1: There are numerous critical issues that must be addressed to assess the feasibility of option 3.
Proposal 2: To assess the feasibility of option 3, RAN4 should address several key considerations. These include: 
· With training type 1 it would be challenging to ensure the fully specified test decoder to produce meaningful answers for all expected DUT UEs 
· Whether the information provided in the specification to implement the test decoders is adequate to ensure reliable performance across infra-vendors in real deployment (NW vendor implementation should not be constrained to match test decoder implementation) The testing procedure should provide some confidence that if UE passes the test, it will likely exhibit similar performance in the field across tailored NW decoder implementations.
In the discussion on RAN4-RAN1 coordination, it has been suggested that RAN-1 option 1, fully standardizing the full decoder, is similar to option 3 of RAN4 for fully specifying the test decoder. However, in our opinion, the two options are not similar. This is because the fully specified test decoder would only be applicable to testing, allowing infrastructure vendors the freedom to implement their own test decoder. In contrast, in RAN 1 option 1, NW vendors are required to implement the standardized decoder.
Observation 2: In the discussion on RAN4-RAN1 coordination, it has been suggested that RAN-1 option 1, fully standardizing the full decoder, is similar to option 3 of RAN4 for fully specifying the test decoder. However, in our opinion, the two options are not similar. This is because the fully specified test decoder would only be applicable to testing, allowing infrastructure vendors the freedom to implement their own test decoder. In contrast, in RAN 1 option 1, NW vendors would be required to implement the standardized decoder.
From RAN4#110-bis a flow chart (in R4-2405653) was proposed to develop the test decoder and set performance requirements. Steps 1-3 were described to identify model architecture parameters, training parameters, etc. before performance comparisons take place in Step 4. Based on our understanding, each company would report performance results based on training the test decoder with training collaboration type 1. This is shown in Fig 1: 
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Description automatically generated]Fig. 1: Training Collaboration Type 1 for Specifying Test Decoder For Option 3 
If the test decoder is trained according to Fig 1, we observe the following issues: 
1. It wouldn’t be challenging to achieve a good performance since each company “matches” the decoder and encoder and they are jointly trained.
2. A UE encoder could fail the test if the test decoder hasn’t been trained with a diverse set of UE encoders and it is not able to generalize. 
For this purpose, we propose to pre-train the test decoder with a database collected across multiple UE vendors. Each vendor will train the test decoder with the database of labeled data sets, and then employ its own preferred encoder to train along with the pre-trained test decoder and report performance results.  
Proposal 3: We propose to train the test decoder with a database collected across multiple UE vendors to enhance the generalizability of the test decoder for testing multiple UE vendors. Each vendor will pre-train the test decoder with the database of a mixture of labeled data sets. Therefore, we propose to employ Training Collaboration type 3 for developing the test decoder.
The training step is shown in Fig 2.  Each UE vendor trains its own preferred encoder with a nominal decoder and provides a labeled dataset {V,c}. A database is built by multiple vendors sourcing label data. Subsequently each vendor trains its test decoder based on the mixed dataset. At the next step, each UE vendor pairs its trained preferred Encoder with the trained test decoder for an end-to-end system simulation and report results for performance alignment. This is shown in Fig 2.   
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Fig. 2: Proposed Procedure for Training the Test Decoder for Option 3 based on Mixed Dataset
A test decoder trained individually with the UE’s encoder has less representation learning and they are less flexible. Moreover, performance results would be better since the UE encoder is jointly trained with a “matched” test decoder. On the contrary a test decoder trained with a mixed dataset has better representation learning and it is more flexible but its performance when paired with a particular Encoder could be worse. Performance results with the mixed dataset trained test decoder would be degraded but the test decoder would be more flexible (better generalization ability)    
Observation 3: A test decoder trained individually with the UE’s encoder has less representation learning and they are less flexible. Moreover, performance results would be better since the UE encoder is jointly trained with a “matched” test decoder. On the contrary a test decoder trained with a mixed dataset has better representation learning and it is more flexible but its performance when paired with a particular Encoder could be worse. Performance results with the mixed dataset trained test decoder would be degraded but the test decoder would be more flexible (better generalization ability)   
Based on our discussion, we would like to propose the flowchart shown in Fig. 3, which demonstrates the necessary steps for specifying the test decoder and deriving performance requirements.
Proposal 4: To fully specify the Option 3 test decoder and derive RAN4 performance requirements, follow the steps outlined in the attached flowchart procedure. 
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Fig. 3: Proposed Flowchart for Standardizing the test Decoder and deriving performance requirement 


Based on the WF from RAN4 #110-bis the following agreement was reached: 
In order to consider model performance with more concrete details, companies are encouraged to bring parameters/values proposals, considering RAN4 existing test configuration or RAN1 baseline scenario captured in TR 38.843 in Table 6.2.1-2 for example.
Companies to report model type used, input/output type (e.g., eigenvectors, raw channel matrix), training collaboration type and latent message size.

To generate the training data, a system-level simulator can be utilized where multiple links (associated with different UE drops) can be simulated along with their corresponding LSP and SSP parameters. The number of channels that could be generated would be proportional to the number of simulated drops, number of UEs per drop, and number of sites. The generation of SSPs like AoA, AoD, etc., is based upon a statistical model parameterized by the LSP parameters for the system-level simulator. However, for the link-level simulation, the number as well as the values of AoD, AoAs are predetermined and specified in the tables for CDL-C, CDL-A, etc. We don’t believe such a restriction is necessary for generating training samples for training a machine learning model.
Proposal 5: For generating data for training the pair of UE encoder/Test Decoder, use a system-level simulator. The proposed baseline system simulation assumptions are shown in Table 2 
Table 2: Proposed Baseline System Level Simulation assumptions for generating training data for Option 3 Test decoder
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) 
Urban Macro
Macro Cell

	Frequency Range
	FR1 only, 2GHz, 4GHz 

	Inter-BS distance
	(1)200m, (2) 750 Urban macro or (3) 1732m Macro cell 

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
- 16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
- 8 ports: (4,4,2,1,1,2,2), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	BS Tx power
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz, 30kHz for 4GHz

	Channel bandwidth
	10 MHz for 15kHz
40 MHz for 30kHz SCS 

	Frame structure
	Slot Format 0 (all downlink) for all slots

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic. Up to companies to choose the error modeling method for realistic channel estimation 


	Evaluation Metric
	NMSE, SGCS 




For deriving the performance requirements (after the specification of test decoder) for the encoder design we should use a Link Level Simulator that reflect the testing conditions at TE.  

Proposal 6: For deriving the performance requirements (after the specification of test decoder) for the encoder design we should use a Link Level Simulator that reflect the testing conditions at TE. We can discuss LLS assumptions at a later stage based on alignment with SLS 
2.2 Generalization/scalability aspects
The performance of generalization is of importance for a successful AI/ML feature deployment and the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML has been studied. The content below from the TR discusses achieving minimum performance under certain conditions while ensuring that performance is not significantly degraded under other conditions Accordingly for the generalization verification aspects, the following contents are agreed to be captured in TR 38.843 [1]: 
	The goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:
· details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· what the minimum level performance for each identified scenario and/or configuration is
· what the significant degradation for other scenarios and/or configurations is
It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition.
As for the handling of generalization tests, the following option is considered as baseline:
Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
1. Specified UE configuration includes functionality and/or model ID if defined



Consider the following aspects regarding the different conditions for testing generalization for CSI AI/ML use:

· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Various antenna spacings (e.g., 0.5 lambda, 0.8 lambda, etc)
· Various antenna virtualization (TxRU mapping)
· Various carrier frequencies and bands (e.g., 2GHz, 4.0GHz)
· Various outdoor/indoor UE distributions for UMa/Umi
· Various UE speeds.


Consider the following aspects regarding the scalability aspect for generalization testing for CSI AI/ML use:
 
· Various bandwidths (e.g., 20MHz, 50MHz) and/or frequency granularities, (e.g., size of subband), different layers 
· Various sizes of CSI feedback payloads

Proposal 7:
Consider the following aspects regarding the different conditions for testing generalization for CSI AI/ML use:

· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Various antenna spacings (e.g., 0.5 lambda, 0.8 lambda, etc)
· Various antenna virtualization (TxRU mapping)
· Various carrier frequencies and bands (e.g., 2GHz, 4.0GHz)
· Various outdoor/indoor UE distributions for UMa/Umi
· Various UE speeds.

Consider the following aspects regarding the scalability aspect for generalization testing for CSI AI/ML use:
 
· Various bandwidths (e.g., 20MHz, 50MHz) and/or frequency granularities, (e.g., size of subband), different layers 
· Various sizes of CSI feedback payloads

Conclusion
In conclusion the following observations and proposals were discussed in this contribution:

Observation 1: There are numerous critical issues that must be addressed to assess the feasibility of option 3.
Observation 2: In the discussion on RAN4-RAN1 coordination, it has been suggested that RAN-1 option 1, fully standardizing the full decoder, is similar to option 3 of RAN4 for fully specifying the test decoder. However, in our opinion, the two options are not similar. This is because the fully specified test decoder would only be applicable to testing, allowing infrastructure vendors the freedom to implement their own test decoder. In contrast, in RAN 1 option 1, NW vendors would be required to implement the standardized decoder.
Observation 3: A test decoder trained individually with the UE’s encoder has less representation learning and they are less flexible. Moreover, performance results would be better since the UE encoder is jointly trained with a “matched” test decoder. On the contrary a test decoder trained with a mixed dataset has better representation learning and it is more flexible but its performance when paired with a particular Encoder could be worse. Performance results with the mixed dataset trained test decoder would be degraded but the test decoder would be more flexible (better generalization ability)   

Proposal 1: For aligning the results between companies and for assessing the performance differences between different schemes, we propose that companies report along with simulation results, the method of obtaining the encoder input: genie channel estimates versus real channel estimation, and details of the impairment model (SNR, channel estimation error etc).
Proposal 2: To assess the feasibility of option 3, RAN4 should address several key considerations. These include: 
· With training type 1 it would be challenging to ensure the fully specified test decoder to produce meaningful answers for all expected DUT UEs 
· Whether the information provided in the specification to implement the test decoders is adequate to ensure reliable performance across infra-vendors in real deployment (NW vendor implementation should not be constrained to match test decoder implementation) The testing procedure should provide some confidence that if UE passes the test, it will likely exhibit similar performance in the field across tailored NW decoder implementations.
Proposal 3: We propose to train the test decoder with a database collected across multiple UE vendors to enhance the generalizability of the test decoder for testing multiple UE vendors. Each vendor will pre-train the test decoder with the database of labeled data sets. Therefore, we propose to employ Training Collaboration type 3 for developing the test decoder.
Proposal 4: To fully specify the Option 3 test decoder and derive RAN4 performance requirements, follow the steps outlined in the attached flowchart procedure. 
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Fig. 3: Proposed Flowchart for Standardizing the test Decoder and deriving performance requirement 

Proposal 5: For generating data for training the pair of UE encoder/Test Decoder, use a system-level simulator. The proposed baseline system simulation assumptions are shown in Table 2 
Proposal 6: For deriving the performance requirements (after the specification of test decoder) for the encoder design we should use a Link Level Simulator that reflect the testing conditions at TE. We can discuss LLS assumptions at a later stage based on alignment with SLS 
Proposal 7: Consider the following aspects regarding the different conditions for testing generalization for CSI AI/ML use:
· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Various antenna spacings (e.g., 0.5 lambda, 0.8 lambda, etc)
· Various antenna virtualization (TxRU mapping)
· Various carrier frequencies and bands (e.g., 2GHz, 4.0GHz)
· Various outdoor/indoor UE distributions for UMa/Umi
· Various UE speeds.

Consider the following aspects regarding the scalability aspect for generalization testing for CSI AI/ML use:
 
· Various bandwidths (e.g., 20MHz, 50MHz) and/or frequency granularities, (e.g., size of subband), different layers 
· Various sizes of CSI feedback payloads
3. Reference
[1] RP-234039, “New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” 
[2] 3GPP TR 38.843, “Technical Specification Group Radio Access Network;Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface”
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