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[bookmark: _Toc116995841]Introduction
[bookmark: _Hlk159251311]In RAN#102, the Release-18 study on artificial intelligence (AI)/machine learning (ML) for NR air interface (FS_NR_AIML_Air) [1] was completed [2] and the findings (with agreements and open issues) were documented in the outcome technical report 3GPP TR 38.843 V18.0.0 [3]. Furthermore, a new Release-19 work item on artificial intelligence (AI)/machine learning (ML) for NR air interface (NR_AIML_Air) [4] was also approved in RAN#102 to start the normative work for the general AI/ML framework for air interface and to enable the recommended use cases in the preceding study.
During the SI, as mentioned in the extract from 3GPP TR 38.843 V18.0.0 [3] below, following sub use cases for positioning accuracy enhancement are considered:
	The following are selected as representative sub-use cases: 
-	Direct AI/ML positioning: 
-	AI/ML model output: UE location
-	e.g., fingerprinting based on channel observation as the input of AI/ML model 
-	AI/ML assisted positioning: 
-	AI/ML model output: new measurement and/or enhancement of existing measurement
-	e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
More specifically, the following Cases are considered for the study:
-	Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
One-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI. 





During SI, RAN4 studied different test metrics for performance requirements for AI/ML enabled positioning use case.  Here is an extract from 3GPP TR 38.843 V18.0.0 [3] covering these aspects:
	Both direct AI/ML positioning and AI/ML assisted positioning are considered.
For metrics for positioning requirements/tests, the candidate options include
-	Option 1: positioning accuracy: Ground truth vs. reported
-	only option available for direct positioning
-	Option 2: CIR/PDP, channel estimation accuracy
-	Option 3: ToA, RSTD and RSRP, and RSRPP
-	Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above
The feasibility and testability of different options should be further justified in WI.




In RAN4#110, it has been agreed on the testability and interoperability issue for AIML positioning [5]. 
	2.3 Testability and interoperability issues for positioning accuracy enhancement
2.3.1 Agreements in ad-hoc session (R4-240xxxx)
Issue 3-2: Requirements for case 3a/3b
RAN4 will not define positioning accuracy requirements for case 3a/3b

Issue 3-6: Requirements for case 2a/2b
RAN4 to come back to case 2a/2b based on progress in the other working groups




The issues on AI/ML based positioning require further discussion on selected sub use cases. In this paper, the performance requirements for case 1 and case 2b are discussed in the aspects of performance test metric, measurement accuracy requirements, testability, and LCM-related latency requirements. This paper also discusses the requirements for LMF-side model in Case 2b. 
[bookmark: _Toc116995842]Discussion
Requirements for UE-side model: Case1, Case 2a 
This section discusses the requirements in the use cases with a UE-side model. 
Measurement accuracy requirements for Case 1
In our view, the input to the AI/ML functionality should meet the measurement accuracy requirements to ensure the AI/ML functionality performs as expected. In particular, the various target positioning requirements for NR positioning in Rel-18 are summarized in TR38.859. 
The functionality input may be one of the existing measurements like RSTD, PRS RSRP/ RSRPP, etc.
RAN1 discussions for new functionality input measurements for Case 1 is still ongoing. If any new measurements like CIR, DP, and/or PDP are agreed in RAN1 as functionality input, there may be potential impacts in RAN4 measurement accuracy requirements for these new measurements. 
If a new measurement is supported (CIR, DP, and PDP), it may need to define a new requirement.
If a legacy measurement is supported (RSTD, RSRP, and RSRPP), it may need to study whether to enhance or reuse a new requirement.
RAN4 should define the measurement accuracy requirements if RAN1 supports any new measurement(s) as AI/ML functionality input in Case 1.  
Performance test metric for Case 1
In Case 1 for direct AI/ML positioning, the output of the AI/ML functionality is UE position. As a metric for positioning requirements and tests, we propose the positioning accuracy metric as follows over the selected test positions: 
· At each test position, the following steps will be followed:
· Get the output from AI/ML functionality inference with the input of radio measurements,
· Compute a positioning error, e.g., absolute error value between estimated position and true position, and
· Confirm that the positioning error is within the acceptable range (i.e., positioning accuracy requirements).
For instance, positioning accuracy requirements are already specified for NR A-GNSS where the minimum performance requirements are defined in TS 37.571-1 Clause 13.3. An excerpt of the NR A-GNSS conformance requirements from 37.571-1 is shown below:
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 Therefore, a similar approach should be envisaged in the context of AI/ML-enabled direct positioning.
Positioning accuracy should be considered as the performance metric in Case 1 (UE-based positioning with UE-side model, direct AI/ML positioning).
Testability aspects for Case 1
	Before meeting: Issue 3-1: Requirements for case 1
Proposals
· Option 1: RAN4 should not define requirements for case 1
· Option 2: RAN4 should continue to discuss how to define requirements for case 1 (including feasibility of defining such requirements)
· Option 3: Others




In RAN4#110, we discussed the testability of Case 1 where the test metric in Case 1 can be the positioning accuracy.  Therefore, in this paper, we further discuss the testability aspects of positioning accuracy test metric.
To define the feasible requirements for Case 1, it is useful to consider a possible test framework with the four essential steps of identification, setting, running, and evaluation as shown in Figure 1. 
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Figure 1. Test framework in Case 1
When inference results of AI/ML functionality are the positioning coordinate, the AI/ML functionality inference consisting of the positioning co-ordinates can be verified based on the ground truth. The ground truth may consist of the location point(s) with known positioning co-ordinates, for example, in form of a test area/grid as shown in Figure 2. To know the coordinate of each location point, a PRU (i.e., Positioning Reference Unit location is known to gNB/LMF) is placed, or the position coordinate of each location point is a known reference location derived by, e.g., using GNSS based positioning. In that case, while UE moves from one location point to another location, the inference result with AI/ML functionality at each location is reported to the test equipment and compared to the ground-truth information for verification of positioning accuracy.
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Figure 2. Grid map providing a ground-truth information for inference evaluation

The aforementioned test setup can be implemented for a field test. If testing is performed in a limited indoor space, the same test setup can be scaled down to be fitted into the laboratory space. For instance, the test map granularity may be further reduced to a certain level depending on the achievable precision of an AIML-based positioning technique and  configured bandwidth size, and channel conditions. 
[bookmark: _Toc146303708]Positioning accuracy can be verified based on the ground truth which may consist of the location points with known positioning co-ordinates (e.g., PRU or GNSS based).
[bookmark: _Toc146303709]RAN4 should further study the feasibility of test mechanisms for positioning accuracy metric verification.
As another option, testing can be performed by using a synthetic channel designed for small-scale indoor test setup. RAN1 has agreed to use synthetic channels for inference test as baseline. Therefore, RAN4 can further check whether it can be used for AIML positioning. 
RAN4 should further study feasibility of using synthetic channels for testing in Case 1. 
The other option is to consider the test mechanism similar to the legacy test case specified for A-GNSS in 3GPP TS 37.571-1 clause 13.6.
This A-GNSS testcase “Moving scenario and periodic update” (in clause 13.6) validates the UE moving in a rectangular trajectory and reporting the location co-ordinates periodically. The reported location is compared with simulated position for minimum conformance verification. 
This testcase requires satellite configuration and GNSS simulator. A similar test mechanism may be defined for verification of Positioning accuracy by replacing the satellite configuration with TRP configuration and GNSS simulator replaced with a simple algorithm or simulator for calculating the DUT position at the given point of time during the test.
RAN4 should consider to modify and re-use the legacy test mechanism described for A-GNSS test in 37.571-1 clause 13.6 for validation of Positioning accuracy KPI for Direct Positioning.
 
LCM related aspects: latency requirements for LCM actions for Cases 1 and 2a
WID RP-234039 [4] also discusses RAN4-related aspects to be considered during WI phase for Beam Management and Positioning use cases. The WID covers core requirements aspects as follows.
	· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.


The WID also covers the aspects related to performance part.
	· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.



UE can be capable of performing different positioning techniques, e.g., capabilities of the different AIML models/functionalities and legacy positioning techniques while initially having different requirements for each model/functionality and technique/algorithm. If a performance monitoring process detects a performance degradation to a certain point, it is possible to switch the currently running model / functionality with another model / functionality. In the same case, UE can be also enabled to perform a fallback operation to a legacy/default positioning technique and algorithm. For instance, a fallback operation is needed when the measurements can be more suitable for a legacy/default positioning technique than the current model/functionality. Therefore, when the AI/ML functionality is degrading the system performance lower than any required level associated with the current model/functionality, the continuous operation of such a functionality with the detected performance degradation may have a catastrophic impact on the overall system performance.

Therefore, it is crucial to detect the performance degradation and also stop this model/functionality, either by falling back to legacy method or by switching to another model/functionality, within a specified time. The specified time allowed to switch/disable the model/functionality should guarantee that the system performance remains within the acceptable levels.

 If an LCM action is required and it is not taken in a timely manner, the performance degradation for AI/ML enabled Positioning use case may be degraded to undesirable level.
RAN4 to define the time latency limit on UE’s LCM actions when an LCM procedure is indicated by network. 

Performance test metric for Case 2a
RAN1 agreed that LOS/NLOS indicator and/or timing information are supported for reporting in AI/ML assisted positioning Case 2a. LOS/ NLOS indicator can be considered as an intermediate performance metric for case 2a - UE-assisted/LMF-based positioning with UE-side model, AI/ML-assisted positioning. 
LOS/ NLOS reporting from UE to LMF is already supported for NR positioning in Rel-17.  However, when the AI/ML model/ functionality inference is the LOS/NLOS indicator, it should be treated as an intermediate performance metric and specify the minimum performance requirements. Otherwise, LOS/ NLOS indicator used as one of the inputs to the positioning algorithm at LMF will have impact on the positioning accuracy. 
LOS/ NLOS indicator should be considered as an intermediate performance metric for case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML-assisted positioning).

Testability aspects for Case 2a
LOS/ NLOS indicator can be verified based on single path channel and/or multipath channels considering the path loss thresholds and exponents etc. One way of extracting the ground truth is by emulating single path channel for LOS and multipath channels for NLOS by placing the obstructions between UE and the TRP(s) and also by emulating the different propagation conditions (as shown in in the below figure). This intermediate KPI verification will ensure that the minimum performance requirements are met by the AI/ML model/functionality.
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RAN4 should further study the feasibility of the test mechanisms for LOS/ NLOS metric verification for case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML-assisted positioning).
Requirements for LMF-side model in Case 2b
UE-assisted/LMF-based positioning with LMF-side model is assumed in Case 2b. RAN1 has an agreement on AI/ML based positioning in case 2b to define the supported types of time domain channel measurements, i.e., (a) timing information and (b) paired timing information and power information. Such measurements are supported for UE reporting to LMF. In this case, if the information on timing information is a data transmitted to the network side, no requirement could be needed. Otherwise, if the reported timing information may be processed before reporting, RAN4 may define a relevant requirement on how the measurements should be performed. 
RAN4 to discuss whether any accuracy measurement requirement is needed for at least the types of time domain channel measurements supported by RAN1 in Case 2b.  
[bookmark: _Toc116995848]

Conclusion
[bookmark: _Hlk159265512]In this paper we share our views on potential RAN4 impacts from issues related to AI/ML based positioning. In the paper, the following observations and proposals were made:
1. If a new measurement is supported (CIR, DP, and PDP), it may need to define a new requirement.
If a legacy measurement is supported (RSTD, RSRP, and RSRPP), it may need to study whether to enhance or reuse a new requirement.
1. RAN4 should define the measurement accuracy requirements if RAN1 supports any new measurement(s) as AI/ML functionality input in Case 1.  
Positioning accuracy should be considered as the performance metric in Case 1 (UE-based positioning with UE-side model, direct AI/ML positioning).
[bookmark: _Toc116995849]Positioning accuracy can be verified based on the ground truth which may consist of the location points with known positioning co-ordinates (e.g., PRU or GNSS based).
RAN4 should further study the feasibility of test mechanisms for positioning accuracy metric verification.
RAN4 should further study feasibility of using synthetic channels for testing in Case 1. 
RAN4 should consider to modify and re-use the legacy test mechanism described for A-GNSS test in 37.571-1 clause 13.6 for validation of Positioning accuracy KPI for Direct Positioning.
If an LCM action is required and it is not taken in a timely manner, the performance degradation for AI/ML enabled Positioning use case may be degraded to undesirable level.
RAN4 to define the time latency limit on UE’s LCM actions when an LCM procedure is indicated by network. 
LOS/ NLOS indicator should be considered as an intermediate performance metric for case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML-assisted positioning).
RAN4 should further study the feasibility of the test mechanisms for LOS/ NLOS metric verification for case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML-assisted positioning).
RAN4 to discuss whether any accuracy measurement requirement is needed for at least the types of time domain channel measurements supported by RAN1 in Case 2b.  
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Annex
This section captures the agreements on AIML for NR air interface support for positioning accuracy enhancement from RAN1#116 meeting. 
	
Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.
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13.3.4 Minimum conformance requirements

The first fix position estimates shall meet the accuracy and response time requirements in table 13.3.2 or 13.3.3 for the
parameters specified in table 13.3.4 or 13.3.5.

Table 13.3.2: Requirements for Nominal Accuracy - Sub-Test 1

Success rate 2-D position error Max response time
95 % 30m 20s

Table 13.3.3: Requirements for Nominal Accuracy - Sub-Tests 2 to 5 and Sub-Tests 8 to 13

Success rate 2-D position error Max response time
95 % 15m 20
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