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1. Introduction
Based on the study outcome of Rel-18 SI on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], the corresponding normative work item is approved to introduce the specification support for the aspects of AI/ML general framework, two confirmed use cases (i.e., beam management and positioning accuracy enhancements) and necessary RAN4 core requirements for the above two use cases and LCM procedure including performance monitoring [2]. 
Furthermore, according to work item objectives [2], RAN4 is required to further study the interoperability and testability aspects, particularly: 
	· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis


In RAN4#110, progresses have been made on the above-highlighted general aspects for testability and interoperability (except the particular issues for beam management, positioning accuracy enhancements and CSI compression/prediction) [4]. In this contribution, we will further discuss the remaining issues. It should be noted that the above highlighted ones shall be discussed as general issues rather than particular use case issues which are discussed in our other accompanying papers. 
2. Discussion 
2.1 Testing goals for testing framework/procedure 
As discussed in Rel-18 study item, the testing goals (Option 1 and/or Option 2) are identified and shall be be selected depending on specific test case: 
	For testing goals, Option 1 and/or Option 2 below will be selected depending on the test
· Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether and how to define non-static specific scenarios/configurations



In the above Option 1, although there are two “FFS” left for how to define the specific AI/ML model and how to define the model is properly conducted, we assume both aspects are highly use-case specific issues, which shall be discussed in core requirement definition. Furthermore, it should be noted that conformance testing may not involve the detailed algorithm design and “a model as baseline” could not be required to be captured in RAN4 specification while it can be just captured as RAN4 agreement for companies’ information before providing the performance results for alignment. 
Proposal 1: Provide the following text proposal to Option 1 of testing goal: 
· Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
· FFS how to define the specific AI/ML model is provided as use-case specific manner (e.g., a model captured in RAN4 spec as baseline, or a reference model structure agreed for performance alignment) 
· FFS how to define that the model is properly conducted is provided as use-case specific manner (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
2.2 Relation to legacy requirements 
It should be noted that at least for above-mentioned Option 2 for testing goal, the relationship to legacy requirement shall be clarified for AI/ML performance requirement. Furthermore, for the definition of AI/ML requirements, the following cases related to legacy performance should be considered: 
	· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities /measurements that are to be enhanced by AI/ML based methods
· [bookmark: _Hlk149569778]Further study may be needed on what is baseline performance in conditions different to the requirement condition but within the expected range of operation.
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are carried out or are to be enhanced by AI/ML based methods



Observation 1: Based on existing agreement, for the case with the existing legacy performance, the AI/ML enhanced performance shall be defined by using legacy requirement as baseline. 
Proposal 2: No further study or TR refinement is needed for the general aspect of “relation to legacy requirements”, and detailed requirement can be discussed based on specific use case. 
[bookmark: _Hlk159285937]2.3 Static/non-static scenarios/conditions for testing
As Option 2 of the testing goal for AI/ML operation, it is agreed that the minimum performance gain of AI/ML model/functionality/feature shall be achieved for a static scenario/configuration, as follows: 
	· Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether and how to define non-static specific scenarios/configurations



For how to define a static scenario/configuration, our understanding is: 
Proposal 3: For how to define a static scenario/configuration:
 (1) the scenario/configuration shall be determined by “the specific configuration/conditions” associated with the relevant “UE capability of an AI/ML-enabled Feature/FG” under testing;
 (2) the static scenario/configuration determined in (1) shall be maintained unchanged during the test.
Therefore, we can have the following text proposal: 
Proposal 4: Provide the following text proposal to Option 2 of testing goal: 
· Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration is provided as use-case specific manner (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· The scenario/configuration shall be determined by “the specific configuration/conditions” associated with the relevant “UE capability of an AI/ML-enabled Feature/FG” under testing
· The static scenario/configuration shall be maintained unchanged during the test
· FFS whether and how to define non-static specific scenarios/configurations
2.4 Post-deployment handling 
In the late phase of Rel-18 study item, the post-deployment validation for model change/drift are proposed to be considered, and in corresponding contribution [R4-2319824], the following non-mutually exclusive options are proposed: 
a.	The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
b.	After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
c.	At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.
In last meeting’s WF [4], the following agreement was achieved for post-deployment handling: 
	Issue 1-2: Post deployment handling
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded



Considering UE vendor shall be responsible to guarantee the changes/updates to the ML-based functionality/feature (just like any legacy feature), and it is normal practice that enough in-house validation has already been conducted before any deployment to the UE is performed. Furthermore, strictly following Option 1, i.e, to conduct the conformance testing for AI model/functionality before deployment, it will incur huge testing burden if the conformance testing shall be conducted in certificated labs for every AI/ML model update.  
Observation 2: Option 1 of post-deployment handling will incur huge testing burden if the conformance testing shall be conducted in certificated labs for every AI/ML model update/transfer.  
Proposal 5: Option 1 of post-deployment handling is preferred only if 
- The conformance testing includes the validation testing performed by UE vendors in the development phase of AI/ML model, rather than formal conformance tests in certificated labs. 

3. Conclusion
In this contribution, we provided our viewpoints on the general aspects for testability and interoperability (except the particular issues for beam management, positioning accuracy enhancements and CSI compression/prediction), accordingly the following observations and proposals are obtained: 
Testing goals for testing framework/procedure
Proposal 1: Provide the following text proposal to Option 1 of testing goal: 
· Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
· FFS how to define the specific AI/ML model is provided as use-case specific manner (e.g., a model captured in RAN4 spec as baseline, or a reference model structure agreed for performance alignment) 
· FFS how to define that the model is properly conducted is provided as use-case specific manner (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
Relation to legacy requirements
Observation 1: Based on existing agreement, for the case with the existing legacy performance, the AI/ML enhanced performance shall be defined by using legacy requirement as baseline. 
Proposal 2: No further study or TR refinement is needed for the general aspect of “relation to legacy requirements”, and detailed requirement can be discussed based on specific use case. 
Static/non-static scenarios/conditions for testing
Proposal 3: For how to define a static scenario/configuration:
 (1) the scenario/configuration shall be determined by “the specific configuration/conditions” associated with the relevant “UE capability of an AI/ML-enabled Feature/FG” under testing;
 (2) the static scenario/configuration determined in (1) shall be maintained unchanged during the test.
Proposal 4: Provide the following text proposal to Option 2 of testing goal: 
· Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration is provided as use-case specific manner (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· The scenario/configuration shall be determined by “the specific configuration/conditions” associated with the relevant “UE capability of an AI/ML-enabled Feature/FG” under testing
· The static scenario/configuration shall be maintained unchanged during the test
· FFS whether and how to define non-static specific scenarios/configurations
Post-deployment handling
Observation 2: Option 1 of post-deployment handling will incur huge testing burden if the conformance testing shall be conducted in certificated labs for every AI/ML model update/transfer.  
Proposal 5: Option 1 of post-deployment handling is preferred only if 
- The conformance testing includes the validation testing performed by UE vendors in the development phase of AI/ML model, rather than formal conformance tests in certificated labs. 
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