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According to the agreed WID, the following are the RAN4 objectives:
1) For the core part:
Provide specification support for the following aspects:
…
· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
…
· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 
2) For the performance part:
· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.

The discussion on LCM functionality will further progress in RAN2. In RAN4, it is useful to provide some initial analysis on the implications of different parts of the LCM framework on RAN4 requirements. This contribution presents an initial overview.
A key challenge for AI/ML is how to ensure continuing compliance following deployment. Further analysis is provided of the options for post-deployment performance verification discussed at RAN4#110, including a potential new option.
Discussion
On core requirements for LCM procedures
Specifying core requirements for LCM procedures, including performance monitoring, is one of the RAN4 objectives. Two types of LCM we discussed during the SI [2]: 
· functionality-based LCM, with which models may not be identified at the network side, while UE may perform model-level LCM, and 
· model-based LCM, with which models are identified at the network side.
The below set of procedure types are common for both functionality- and model-based LCM:
1) Identification;
2) Selection, activation, deactivation, switching, and fallback. This is including decision by the network (either network initiated or UE-initiated and requested to the network) or decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it);
3) Performance monitoring.
Additional types of procedures have been listed specifically for the model-based LCM:
4) Model training;
5) Model deployment;
6) Model inference;
7) Model monitoring;
8) Model update.
We note also that not all of the above procedures may be standardized in the end, since it depends on the actual discussions and progress in other groups during the WI.
Based on the above, given the commonality in some procedures between the functionality- and model-based LCM, it is suggested that RAN4 starts the LCM core requirements discussion focusing on the procedures from the common set which is relevant for both types of LCM, so that whichever option is selected in the end, this initial work will still be relevant. including the requirements scope, type of the requirements, and parameters in the requirements, with the understanding that the actual values in the requirements may differ for the functionality-based and model-based LCM.
Proposal 1: RAN4 starts the LCM core requirements discussion focusing on the procedures from the common set which are relevant for both functionality- and model-based LCM, so that whichever option is selected in the end, this initial work will still be relevant.
Proposal 2: The initial RAN4 discussion on the LCM core requirements can include: the requirements scope, type of the requirements, and parameters in the requirements, with the understanding that the actual values in the requirements may differ for the functionality-based and model-based LCM.
Some more specific requirements examples for the initial discussion are: activation related requirements, including activation delay, and requirements for switching between the AI mode and the non-AI mode.
Proposal 3: RAN4 to discuss and define upon the need activation delay requirements for LCM.
Proposal 4: RAN4 to discuss and define upon the need requirements for switching  between the AI mode and the non-AI mode.
Yet another example of requirements for the initial RAN discussion on LCM core requirements is the requirements for performance monitoring.
Proposal 5: RAN4 discusses and defines upon the need LCM core requirements for performance monitoring.
Feasibility and necessity of defining RAN4 requirements at least for some of the procedures above have been discussed during the SI phase [2]. It has also been observed that the set of relevant requirements as well as the requirements’ target values can differ for different use cases and cannot be defined in a generic way.
Thus, for (real-time) performance monitoring when required monitoring data (e.g., performance metric) comes from other entities, there can be latency requirements for monitoring data collection. Such requirements would not be relevant, e.g., for training data collection in the case of off-line model training, but at the same time some conditions and/or accuracy requirements for the training dataset or training data generation could be introduced, provided the training procedure is defined in 3GPP specifications.
Proposal 6: As a part of LCM core requirements for performance monitoring, at least requirements related to monitoring data collection are considered.
Proposal 7: RAN4 to discuss whether and how the LCM core requirements related to performance monitoring differ for the considered use cases.
During the SI [2], at least for the use cases studied in this study item, it has been assumed that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). It is therefore proposed that the same assumption is also considered during the WI.
Proposal 8: At least for monitoring data collection, RAN4 will assume RRC_CONNECTED state for both data generation and reporting.

Post deployment performance verification

During RAN4#110, an agreement on post-deployment verification was reached.
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded



Although it is not directly mentioned in the agreement, some options were ruled out. For obvious reasons, re-certification of consumers individual hardware is not feasible. Also, direct re-creation of test conditions in the field is not feasible.
Other discussions around the subject of AI in RAN4 tend to lead to the following observations:
· An AI functionality needs to ensure performance over a range of conditions (including configurable conditions such as bandwidths, antenna numbers etc. and non-controllable conditions such as propagation environment and interference environment). It is not obvious whether the variation in performance of AI models over the range of operating conditions is similar to non-AI or may differ more significantly.
· The generalization capability of the AI models is likely to be scenario dependent.
· A UE might be able to autonomously switch between different AI models depending on the conditions. If this switching is proprietary, it is not straightforward to determine during testing whether all models have been tested and whether the switching between models is carried out such that appropriate models are used and model switching is transparent.
· Models may learn and be updated during their lifetime. This implies that a model operating at a UE might not be the same as the model(s) tested during compliance testing. Although it is possible that UEs can be upgraded in the field today, such upgrades, in particular to RF and baseband functionality subject to conformance testing are not expected to be large in scale or frequent.
· In some cases, AI functionality/models may be deployed for specific environments and may need to be updated or changed in other environments.

All of these factors imply that the traditional UE conformance testing framework, according to which UEs are tested prior to being put on the market and then assumed to continue to meet requirements in all situations may not be workable for at least some AI scenarios.
Option 1 implies that if a model is updated then the model implementation should be re-certified before being downloaded to UEs in the field. For some or many scenarios, it may be the case that the performance of a model is hardware dependent; either because the model behaviour changes depending on the model compilation or platform, or because the input to the model is dependent on other aspects of the device, such as the RF front end. Thus, in many cases, to certify a model before downloading, the model must be tested on examples of each relevant UE hardware.
[bookmark: _Toc163474832]For option 1 (conformance test before model update deployment), the verification may need to be done on representative hardware for each device variant.
Another challenge with option 1 may be to establish that all devices in the field are only operating models that have passed compliance testing with relevant hardware.
[bookmark: _Toc163474833]For option 1, there may be logistical challenges to establishing that all devices in the field are operating models that have passed compliance testing with relevant hardware.

Option 2 is to develop a sufficiently robust monitoring that the performance of an AI functionality in the field can be observed. As AI technology matures, UEs may run multiple AI functionalities that may even be interdependent, so it is important that the monitoring is able to specifically monitor the AI functionality in question.
[bookmark: _Toc163474834]For option 2 (robust monitoring), the reporting must enable monitoring of the specific AI functionality under question.
It is also important that monitoring reports are comparable between different platforms, and to achieve this RAN4 requirements on quality and timing of monitoring reports may be needed.
[bookmark: _Toc163474835]For option 2, RAN4 requirements may be needed to ensure reporting consistency, quality and timing.

The WF also leaves open the possibility of further options. One potential option is as follows:
· During compliance testing under controlled lab conditions, the UE records the inputs to the model under test. The inputs may be UE specific as they may be after e.g. analog processing.
· The data on model inputs may be stored in the UE or stored in another location.
· When a model is to be updated, the same data as used for the laboratory test is input to the model.
· This could be done inside the UE in the field, but it could also be done offline in a test facility.

The latter option requires the capture and storage of UE internal data, which may need to be done by the UE vendor. It may not be feasible to independently verify the UE depending on the test setup. It may, however provide a further option for post-deployment verification.
Proposal 9 As a further option relating to post deployment testing, consider the possibility of capturing model input during testing for later testing of new models. 
- Option 3: Capture model input during conformance testing for later testing of new models.

Proposal 10 For the data capture option, consider whether the captured data needs to be held completely by the UE vendor.
Summary

The following have been proposed in the current contribution related to proceeding with LCM:
Proposal 1. RAN4 starts the LCM core requirements discussion focusing on the procedures from the common set which are relevant for both functionality- and model-based LCM, so that whichever option is selected in the end, this initial work will still be relevant.
Proposal 2. The initial RAN4 discussion on the LCM core requirements can include: the requirements scope, type of the requirements, and parameters in the requirements, with the understanding that the actual values in the requirements may differ for the functionality-based and model-based LCM.
Proposal 3. RAN4 to discuss and define upon the need activation delay requirements for LCM.
Proposal 4. RAN4 to discuss and define upon the need requirements for switching  between the AI mode and the non-AI mode.
Proposal 5. RAN4 discusses and defines upon the need LCM core requirements for performance monitoring.
Proposal 6. As a part of LCM core requirements for performance monitoring, at least requirements related to monitoring data collection are considered.
Proposal 7. RAN4 to discuss whether and how the LCM core requirements related to performance monitoring differ for the considered use cases.
Proposal 8. At least for monitoring data collection, RAN4 will assume RRC_CONNECTED state for both data generation and reporting.


The following observations and proposals are made in this contribution relating to post-deployment testing:
Observation 1	For option 1 (conformance test before model update deployment), the verification may need to be done on representative hardware for each device variant.
Observation 2	For option 1, there may be logistical challenges to establishing that all devices in the field are operating models that have passed compliance testing with relevant hardware.
Observation 3	For option 2 (robust monitoring), the reporting must enable monitoring of the specific AI functionality under question.
Observation 4	For option 2, RAN4 requirements may be needed to ensure reporting consistency, quality and timing.

       Proposal 9. As a further option relating to post deployment testing, consider the possibility of capturing model input during testing for later testing of new models. 
· Option 3: Capture model input during conformance testing for later testing of new models.
       Proposal 10. For the data capture option, consider whether the captured data needs to be held completely by the UE vendor.
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