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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In [1], a new WID is approved, where RAN4 is required to further investigate the testability and interoperability both of one-sided models and two-sided models. 
According to the TR 38.843 [2], potential options for testing framework of two-sided models are identified. However, feasibility and testability of each option are not fully studied. Besides, potential test metrics are identified for CSI compression and CSI prediction, respectively. The testability and necessity of each identified test metric needs further justification. 
In this contribution, both the testing framework and testability of test metrics are analyzed. 
2. Testing framework for two-sided model 
	TR 38.843 [2]:
Following the above principles, the considered options of test decoder are listed below
Option 1: DUT provides the decoder
Option 2: Infra vendor provides the decoder
Option 3: Full decoder specification in standard
Option 4: TE vendor provides the decoder
Option 3 target is that a single decoder defined in the specifications for at least a single test for any DUTs. 


2.1 Discussion on Options 1 and 2
	TR 38.843 [2]:
-	On requirements for model transfer/update:
· Requirements would only be defined if model transfer/update would be defined in 3GPP specifications. 


Model transfer is required in Options 1 and 2. In Option 1, it requires UE to transfer the decoder to gNB. In Option 2, it requires gNB to transfer the decoder to UE. If there is no air interface signaling and procedure specified in other WGs for model transfer, then these two options are not testable. 
Even if model transfer related air interface signaling and procedure may be specified, both open format and proprietary format are considered in other WGs. Under the condition of proprietary-format model transfer, these options are not testable, since TE cannot recognize and conduct the decoder. 
Based on the above analysis, Options 1 and 2 are suggested to be deprioritized. 
Proposal 1: Deprioritize Options 1 and 2 for determining the test decoder of two-sided model.
2.2 Discussion on Option 3 
For Option 3, the assumption is that a single decoder is defined for at least a single test. There are two candidates for determining the test decoder in Option 3, one is using a specific dataset collecting from one configuration/scenario of a specified test case, another is using a mixed dataset collecting from different configurations/scenarios of a few specified test cases. For the first one, there will be a single decoder for each test case. For the latter one, more than one test cases share the same decoder. Both pros and cons are seen in these two candidates. Splitting Option 3 into two sub options can facilitate discussions. 
Proposal 2: According to whether using a mixed training dataset to determine the reference decoder, Option 3 can be further divided into two sub options as follows.
· Option 3a: The test decoder is determined for each test case, using a specific dataset collecting from the configuration/scenario of the considered test case.
· Option 3b: The test decoder is determined for more than one test cases, using a mixed dataset collecting from different configurations/scenarios of the considered test cases.
For Option 3a, the performance gain compared to non-AI based CSI feedback may be larger than that of option 3b. This is because that the test decoder in Option 3a can be optimized subject to a specific configuration/scenario, while the test decoder in Option 3b may be suboptimal for a specific configuration/scenario since model generalization is pursued. 
	TR 38.843 [2]:
It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition.


In R18 study, generalization and/or scalability verification is also considered to be implicitly handled in the test case definition. Therefore, Option 3b is more applicable if generalization has to be always taken into account for defining requirements. However, the necessity of forcing a fixed AIML model for passing different test case needs justification.
Proposal 3: Take Option 3a as baseline, where a specific rather than a mixed dataset is used for defining the test decoder in each test case. 
It is a common understanding that in Option 3, a test decoder is converged based on companies’ contribution. During calibration, in addition to a determined sample-by-sample dataset, the structure both of the reference encoder and test decoder, along with all hyperparameters (e.g., epoch, batch size, learning rate, etc.) are expected to be aligned, otherwise the resultant model parameters may diverge among companies. Even with all hyperparameters aligned and model training converged, the model parameters provided by companies can still be different. Therefore, how to align model parameters of the test decoder among companies is an open issue.
Proposal 4: For achieving a converged test decoder in Option 3, at least the structure of both the reference encoder and test decoder, hyperparameters of model training, as well as a determined sample-by-sample dataset are expected to be aligned among companies. 
Observation 1: Even with all hyperparameters aligned and model training converged, the model parameters provided by companies can still be different. How to align model parameters of the test decoder among companies is an open issue.
2.3 Discussion on Option 4
	TR 38.843 [2]:
For option 4, the following aspects should be considered
· TE vendor should be able to develop the decoder based on the specifications
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance
· Interoperability should be ensured based on the parameters that need to be specified
· Parameters that need to be specified are FFS
· Candidate parameters/conditions that may be considered for defining test decoder include
· Training data set for TE decoder training
· Model structure (Activation function is included in the model structure)
· Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of model parameters
· Compression ratio of decoder (output size/input size)
· Quantization level
· Other parameters are not precluded and to be further discussed. 
· Note: Feasibility of definition of parameters needs further investigated.
Option 4 target is that a single decoder implemented by each TE vendor will be enough for at least a single test for any DUTs. TE vendor should be able to implement the test decoder for Option 4 without any involvement from another party. If this is found infeasible, another option in which TE vendors need to collaborate with DUT/infra vendors to implement the decoder could be considered.


For Option 4, if only defining the training dataset based on defined assumptions/parameters as RAN4 legacy, the interoperability between TE and DUT seems impossible to achieve. According to whether the model structure of the test decoder is specified, Option 4 can be split into the following two sub options. 
· Option 4a: Model structure is not specified in RAN4. 
If the model structure is not specified, the training dataset needs to be defined sample by sample. For each training sample, not only the raw channel matrix/precoding matrix, but also the bit stream forwarded to the test decoder from reference encoder is also needed. With specified training dataset, specifying the model structure of the reference encoder may not be necessary. However, if simulation results from companies are divergent, the alignment on reference encoder’s structure is needed for defining the minimum requirements.
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Figure 1 Option 4a: without specifying model structure of test decoder
· Option 4b: Model structure is specified in RAN4. 
With a defined model structure, the FLOPs and model size are also determined. Though no involvement from another party is assumed during the development of the test decoder, the consistency between training dataset and testing dataset, and the operability between TE and DUT should be maintained. This consistency can be ensured by verifying the test decoder developed by TE or by defining training dataset.
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Figure 2 Option 4b: specify model structure of test decoder
Proposal 5: According to whether the model structure is specified, Option 4 can be further divided into two sub options as follows.
· Option 4a: Model structure is not specified in RAN4. Training dataset is specified, where each training sample consists of both the raw channel matric/precoding matrix and the bit stream forwarded to the test decoder.
· Option 4b: Model structure is specified in RAN4. Training dataset is not specified for verifying the encoder at DUT. The test decoder developed by TE vendor needs verification. 
· FFS: How to determine the test metric for test decoder developed by each TE vendor. 
Additionally, since the physical model of CSI reconstruction is up to TE implementation, the performance of test decoder should be verified before testing DUT in each test.
Observation 2: The boundary between Option 3 and Option 4b is whether the model parameters are specified in RAN4.
Proposal 6: In Option 4, the performance of test decoder should be verified before testing DUT in each test.
The compression ratio and quantization level are related to the CSI overhead, the size of which is decided by NW. Therefore, it is more reasonable to specify the compression ratio and quantization level, reflecting the NW configuration, in each test case. This principle applies to both Options 3 and 4.
Proposal 7: Compression ratio and quantization level needs to be specified in Options 3 and 4.
2.4 Comparison of 4 options 
	TR 38.843 [2]:
Further clarifications and analysis of the four options of test decoder are included in Table 7.3.2.3-1. It is assumed that for Option 4 the TE vendors can implement the decoder just based on the specifications (no other party involved). The table would need to be revised if collaboration between TE vendor and DUT/infra vendor is needed. 


The remaining open issues are listed below.
· Source of decoder training data in Option 4
As discussed in Section 2.3, whether and how to specify the training data depends on the other parameters/conditions defined. Roughly speaking, in Option 4a, where model structure is not specified, then the training data including raw channel/precoding matrix and bit stream of CSI feedback should be specified sample by sample. In Option 4b, where model structure is specified, then the consistency between training data and test data should be ensured by introducing other assumptions. Whether to align sample-by-sample training dataset depends on the divergency of simulation results among companies.
· Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
It is noticed that the analysis of training collaboration types between gNB and UE will be continued in other WGs. Since the discussion in RAN4 mainly focuses on whether the testing framework can reflect the collaboration type in real deployment, we suggest to postpone mapping the relation between RAN4 options and the training collaboration types that are to be specified by other WGs. 
· Feasibility of test decoder verification procedure
For Options 1 and 3, there is a need to verify that the test decoder is properly conducted at TE. 
For Option 1, it is impossible to perform verification for each test decoder provided by all kinds of DUT vendors, due to the test cost and test time. Also, the verification metrics may diverge since the output content of test decoder can be different among DUT vendors (e.g., PMI, raw channel matrix). To define a unified test metric to verify the test decoder is not feasible, either. 
For Option 3, only a single test metric is needed for each test case since the test decoder is fully specified in RAN4. As discussed in Section 2.2, a converged reference encoder among companies can be achieved when determining the test decoder. Therefore, it is straightforward to employ the reference encoder to verify the test decoder, using the dataset collected from the configuration/scenario of the target test case. Besides, there is no need to verify the test decoder for each test. The TE is required to be verified after the test model is loaded, which is in advance of any tests. 
For Option 4a, the model structure is not specified, but the training dataset is specified sample by sample. Since each sample in the training dataset consists of both raw channel/precoding matrix and a bit stream of CSI feedback, the reference encoder is implicitly determined subject to the training dataset. This encoder can be obtained when converging the training dataset among companies. How to align model parameters of the reference encoder among companies is an open issue.
For Option 4b, the model structure is specified, where the model structure of the reference encoder can be obtained during aligning the model structure of the test decoder. Even though the model parameters may not be needed to define the minimum requirement, the parameters of the reference encoder are needed to verify the test decoder. How to align model parameters of the reference encoder among companies is an open issue.
Observation 3: Though there is no need to align the model parameters of test decoder, model parameters of the reference encoder for verifying the test decoder is still needed. How to align is still an open issue.
· Complexity of deploying for the ecosystem
For Options 1 and 2, before performing test, the TE vendor has to receive, compile and pre-verify the test decoder transferred from DUT/infra vendor, which is more complicated than that of Options 3 and 4. 
· Friendly to STOA (state of the art) model test/Forward compatibility when new AI models are invented
The AI baseline performance requirement is to ensure that AIML-enabled CSI compression can achieve a minimum performance gain compared to legacy. Once the baseline is defined, if advanced AI models are invented and widely commercialized, RAN4 can investigate AI advanced requirement in addition to AI baseline. To this end, for all options the TE may have to conduct advanced AI models. Whether TE is compatible to new AI models is irrelated to the AI baseline requirement, AI advanced requirement instead. 
[bookmark: _Hlk159256538]Proposal 8: The comparison of the four options of test decoder is updated as below. 
Table 1: Comparison of the four options of test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendors (no need to be specified)
	Up to decoder implementer (infra vendor)
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined
· Option 4a: If model structure is not specified, a sample-by sample training data should be specified, where each sample consists of both raw channel/precoding matrix and the bit stream of CSI feedback.
· Option 4b: If model structure is specified, the consistency between training data and test data should be ensured. Whether to align sample-by-sample training dataset depends on the divergency of simulation results among companies.

	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on RAN4 specification

	Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
	Wait for training collaboration types that are specified in other WGs.

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS

	FFS
	FFS
	FFS

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used
	Wait for training collaboration types that are specified in other WGs.

	TE requirements to deploy the decoder (e.g., training, complexity, interopereatbility)
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower thank Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Higher than Option 3 in terms of that training at TE is required 

Note: How to ensure compatibility/ interoperability between TE and DUT needs further study

	Specification effort (defining test decoder and requirements)
	Low
	Low
	Highest

RAN4 needs to standardize the entire decoder
	High

RAN4 needs to study and may decide on what to standardize

	Confidentiality/ IP issues in the testing procedure (after specs are published)
	YES
	YES
	No
	No

	Applicability to different scenarios/conditions/ configurations
	YES
	YES
	YES
	YES

	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than  Option 3/4 

Need for interaction between TE vendor
	Testing the encoder at DUT

Higher than Option 3/4 

Testing complexity higher also than Option 1
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than Option 3/4 

FSS compared to Option 2
	Higher than Option 3/4 

FSS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	High
	High 
	Low
	Low

	Friendly to STOA (state of the art) model test / Forward compatibility when new AI models are invented
	Not applicable 
	Not applicable 
	Not applicable
	Not applicable 

	Relationship with reference decoder/encoder (used by RAN4 to define the performance requirements) for defining the requirement
	Test decoder is NOT the reference decoder.

	Test decoder is NOT the reference decoder.

	Test decoder is the reference decoder.

	Test decoder is the reference decoder.


	Whether model transfer/delivery is needed during the test procedure
	YES
	YES
	NO
	NO


3. KPIs/Test Metrics for CSI compression and CSI prediction
	TR 38.843 [2]:
For metrics for CSI requirements/tests, the following test metrics are identified:
· Option 1: Throughput/relative throughput
· Option 2: SGCS, NMSE
· Option 3: CSI prediction accuracy
Option 1 should be used as baseline. For option 3, further discuss is needed on the feasibility to define the CSI prediction accuracy in WI. For metrics for CSI monitoring, further discussion is needed in WI.


· Test metrics for CSI compression
The motivation of introducing AIML-enabled CSI compression is to achieve performance gain compared to legacy Type II codebook-based PMI reporting. Since the SGCS and NMSE cannot directly reflect the eventual throughput gain, Option 2 can be deprioritized for defining baseline requirements. 
However, the SGCS/NMSE can be used as an intermediate result for aligning the test encoder/decoder or reference encoder/decoder.
Proposal 9: Deprioritize SCGS/NMSE for defining baseline requirements in AIML-enabled CSI compression. 
· Test metrics for CSI prediction
The motivation of introducing AIML-enabled CSI prediction is to achieve performance gain compared to non-AI CSI prediction method. According to R18 study outcome, the throughput gain delivered by AIML is quite limited. If the throughput gain is not large enough for defining a minimum requirement, the intention to investigate the test for AIML-enabled CSI prediction accuracy is not clear. It is noticed that pursing the intermediate KPI is not the ultimate goal.
Even if the throughput gain is large enough for defining a minimum requirement in AIML-enabled CSI prediction, there is no need to specify another minimum requirement related to CSI prediction accuracy.  
Proposal 10: Deprioritize CSI prediction accuracy for defining baseline requirements in AIML-enabled CSI prediction. 
For UE-sided CSI prediction, the result of CSI prediction is reported to gNB. In this case, throughput could be taken as a testing metric following RAN4 legacy ‘follow PMI’ test procedure. However, since the performance is related to the match degree between training dataset and testing dataset, how to ensure that the testing dataset aligns well with training dataset is still an open issue. 
Observation 4: How to ensure that the testing dataset aligns well with training dataset is still an open issue.
3 Conclusions
According to the discussion, following proposals and observations are provided:
Proposal 1: Deprioritize Options 1 and 2 for determining the test decoder of two-sided model.
Proposal 2: According to whether using a mixed training dataset to determine the reference decoder, Option 3 can be further divided into two sub options as follows.
· Option 3a: The test decoder is determined for each test case, using a specific dataset collecting from the configuration/scenario of the considered test case.
· Option 3b: The test decoder is determined for more than one test cases, using a mixed dataset collecting from different configurations/scenarios of the considered test cases.
Proposal 3: Take Option 3a as baseline, where a specific rather than a mixed dataset is used for defining the test decoder in each test case. 
Proposal 4: For achieving a converged test decoder in Option 3, at least the structure of both the reference encoder and test decoder, hyperparameters of model training, as well as a determined sample-by-sample dataset are expected to be aligned among companies. 
Observation 1: Even with all hyperparameters aligned and model training converged, the model parameters provided by companies can still be different. How to align model parameters of the test decoder among companies is an open issue.
Proposal 5: According to whether the model structure is specified, Option 4 can be further divided into two sub options as follows.
· Option 4a: Model structure is not specified in RAN4. Training dataset is specified, where each training sample consists of both the raw channel matric/precoding matrix and the bit stream forwarded to the test decoder.
· Option 4b: Model structure is specified in RAN4. Training dataset is not specified for verifying the encoder at DUT. The test decoder developed by TE vendor needs verification. 
· FFS: How to determine the test metric for test decoder developed by each TE vendor. 
Observation 2: The boundary between Option 3 and Option 4b is whether the model parameters are specified in RAN4.
Proposal 6: In Option 4, the performance of test decoder should be verified before testing DUT in each test.
Proposal 7: Compression ratio and quantization level needs to be specified in Options 3 and 4.
Observation 3: Though there is no need to align the model parameters of test decoder, model parameters of the reference encoder for verifying the test decoder is still needed. How to align is still an open issue.
Proposal 8: The comparison of the four options of test decoder is updated as below. 
Table 1: Comparison of the four options of test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendors (no need to be specified)
	Up to decoder implementer (infra vendor)
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined
· Option 4a: If model structure is not specified, a sample-by sample training data should be specified, where each sample consists of both raw channel/precoding matrix and the bit stream of CSI feedback.
· Option 4b: If model structure is specified, the consistency between training data and test data should be ensured. Whether to align sample-by-sample training dataset depends on the divergency of simulation results among companies.

	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on RAN4 specification

	Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
	Wait for training collaboration types that are specified in other WGs.

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS

	FFS
	FFS
	FFS

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used
	Wait for training collaboration types that are specified in other WGs.

	TE requirements to deploy the decoder (e.g., training, complexity, interopereatbility)
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower thank Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Higher than Option 3 in terms of that training at TE is required 

Note: How to ensure compatibility/ interoperability between TE and DUT needs further study

	Specification effort (defining test decoder and requirements)
	Low
	Low
	Highest

RAN4 needs to standardize the entire decoder
	High

RAN4 needs to study and may decide on what to standardize

	Confidentiality/ IP issues in the testing procedure (after specs are published)
	YES
	YES
	No
	No

	Applicability to different scenarios/conditions/ configurations
	YES
	YES
	YES
	YES

	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than  Option 3/4 

Need for interaction between TE vendor
	Testing the encoder at DUT

Higher than Option 3/4 

Testing complexity higher also than Option 1
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than Option 3/4 

FSS compared to Option 2
	Higher than Option 3/4 

FSS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	High
	High 
	Low
	Low

	Friendly to STOA (state of the art) model test / Forward compatibility when new AI models are invented
	Not applicable 
	Not applicable 
	Not applicable
	Not applicable 

	Relationship with reference decoder/encoder (used by RAN4 to define the performance requirements) for defining the requirement
	Test decoder is NOT the reference decoder.

	Test decoder is NOT the reference decoder.

	Test decoder is the reference decoder.

	Test decoder is the reference decoder.


	Whether model transfer/delivery is needed during the test procedure
	YES
	YES
	NO
	NO


Proposal 9: Deprioritize SCGS/NMSE for defining baseline requirements in AIML-enabled CSI compression. 
Proposal 10: Deprioritize CSI prediction accuracy for defining baseline requirements in AIML-enabled CSI prediction. 
Observation 4: How to ensure that the testing dataset aligns well with training dataset is still an open issue.
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