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Introduction
In last meeting 3GPP TSG RAN WG4 Meeting #110, RAN4 discussed RRM requirements for AI/ML based beam management. Follow the discussions and the objectives in WID, we herein in this contribution present our views and proposals on the remaining open issues.
RAN4 related objective was captured in the WID on AI/ML for NR air interface [1] which is shown in the following.
	Provide specification support for the following aspects:
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.

For RAN performance part: 
· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.



Discussion
In this section we look at the TR to analyze the potential RAN4 impacts.
General
During the SI phase, it was agreed in RAN4 that the existing requirements and tests can be used as a “baseline” for characterizing AI performance:



Test metrics
TR 38.843 lists below test metrics for spatial/temporal DL beam prediction.
	For metrics for beam management requirements/tests, the following test metrics are identified and could be considered
-	Option 1: RSRP accuracy
-	Option 2: Beam prediction accuracy
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam"
-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
-	Related measurement accuracy can be considered to determine x
-	Option 4: combinations of above options
The overhead/latency reduction should be considered for the requirements as the side condition.



In TR 38.843 clause 6.3.1, the predicted L1-RSRP difference is defined as the difference between the predicted L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the same beam. Therefore, if apply the RSRP accuracy without beam ID as the test metric, a test will be recognized as ‘pass’ if the difference between the predicted/measured strongest RSRP and the ideal RSRP is within the tolerance margin. However, for a cell-edge UE, for example, the received strongest RSRP might from the interference beam. Therefore, it is necessary to consider the beam information such as the beam ID, which can indicate the transmission source as part of the test metric, in addition to the RSRP strength. 
Observation 1: Among options in test metrics, the RSRP accuracy cannot be identified as a test metric without beam information.
Based on the AI/ML model output defined in TR 38.843, the RSRP could be reported together with beam ID.
	The following alternatives according to AI/ML model output are considered:
-	Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
-	e.g., N predicted beams can be the Top-N predicted beams
-	Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
-	e.g., N predicted beams can be the Top-N predicted beams
-	Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
-	e.g., N predicted beams can be the Top-N predicted beams
Notes:	It is up to companies to provide other alternative(s). Beam ID is only used for discussion purposes. All the outputs are "nominal" and only for discussion purpose. The value of N is up to each company. All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side. The Top-N beam IDs might have been derived via post-processing of the ML-model output.



In RAN1 #116 meeting agreements, the content in the report of inference results for UE-side model is shown as below. It’s also observed that the RSRP could be reported together with beam information. 
	
Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.



Proposal 1: For test purposes, the predicted RSRP should be reported together with beam information such as beam ID.
For option 2, if apply the beam prediction accuracy as the test metric, the threshold might be a percentage value. Then a test will be recognized as ‘pass’ if the percentage of the listed 3 alternatives reach the threshold.  However, the definition of beam prediction accuracy is ambiguous. Additional information is needed to clarify the tolerance for uncertainty/variance of beam information and its associated RSRP value. 
For example, a beam prediction might be recognized as ‘fail’ if the predicted RSRP from beam 2 is higher than the predicted RSRP from beam 1 while the ideal RSRP of beam 1 is higher than the ideal RSRP of beam 2. However, the difference between the predicted RSRP of beam 1 and 2 is really small and lower than the difference between the ideal RSRP of beam 1 and 2, as shown in Figure 1. Given that either of the two beams can provide service, the predicted beam 2 with higher RSRP could be a better choice. So that it should not be justified as a failed prediction.
 [image: ]
Figure 1 Impact of approximated predicted RSRP values  

Observation 2: The approximated predicted RSRP values among different beams might cause a misjudgment and impact the beam prediction accuracy.
It is suggested to define a tolerance margin to avoid the beam prediction ambiguity due to RSRP proximity. For example, if the difference among the Top-K predicted beams is within a predefined threshold, then the beam prediction is justified as correct when the beam with strongest RSRP is selected even though the ideal RSRP of the same beam is not the best.
Furthermore, as per RAN1 agreements as duplicated in the below, Beam prediction accuracy (%) for Top-1 and/or Top-K beams and Beam prediction accuracy (%) with 1dB margin for Top-1 beam implies the possible ambiguity. But it’s unclear how 1dB margin could be used in RAN4 directly or not.
Observation 3: A tolerance margin to avoid the beam prediction ambiguity due to RSRP proximity is needed to be defined as a supplementary information for option 2.  As reference, ‘beam prediction accuracy (%) with 1dB margin for Top-1 beam’ for evaluating  the performance of AI/ML in beam management is defined in RAN1.
	Agreement
· To evaluate the performance of AI/ML in beam management, further study the following KPI options:
· Beam prediction accuracy related KPIs, may include the following options:
· Average L1-RSRP difference of Top-1 predicted beam
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

· CDF of L1-RSRP difference for Top-1 predicted beam
· Beam prediction accuracy (%) with 1dB margin for Top-1 beam
· The beam prediction accuracy (%) with 1dB margin is the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam” 

· the definition of L1-RSRP difference of Top-1 predicted beam: 
· the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam
· Other beam prediction accuracy related KPIs are not precluded and can be reported by companies. 



Option 3 is considered as another way to describe the beam prediction accuracy from a group-based accuracy perspective.  A prediction is justified as correct if the predicted beam with highest RSRP is higher than the strongest RSRP or not far away from the strongest RSRP. However, the understanding of the ‘strongest beam’ needs to be made clear: Does it denote the ideal RSRP, free from measurement inaccuracies, or does it signify the genie RSRP in theory, or perhaps a RAN4 legacy requirements? If it is the RSRP based on measurement without measurement error, it is better to represent the difference between the Top-K predicted beams values and the strongest RSRP as an absolute value instead of -X dB. 
Proposal 2: Option 3 in test metrics should be rephrased, e.g., merged/covered by the final agreements depending on Option 1 and Option 2, or deprioritized.
Observation 4: The conformance test shall avoid uncertainty/variance of the relationship between beam information and RSRP, which can reduce the test complexity including post processing and test case number, RAN4 shall identify the issue in test configuration and definition after the test metric is identified.

0. Performance monitoring metrics
Model monitoring, as a procedure that monitors the inference performance of the AI/ML model, is captured in TS38.843.
	Performance monitoring: 
For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
-	Benchmark/reference for the performance comparison, including: 
-	Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
-	Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
-	Signalling/configuration/measurement/report for model monitoring, e.g., signalling aspects related to assistance information (if supported), Reference signals
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable
For BM-Case1 and BM-Case2 with a NW-side AI/ML model
-	Beam measurement and report for model monitoring 
-	UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
-	Signalling, e.g., RRC-based, L1-based.
-	Note: This may or may not have specification impact.
-	NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
-	Note: Performance and UE complexity, power consumption should be considered.
Table 7.2.3-1 summarizes applicability of various alternatives for performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2. 
Table 7.2.3-1: Alternatives for Performance metric(s) of AI/ML model monitoring 
for BM-Case 1 and BM-Case 2
	Alt. 1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
	Alt. 2: Link quality related KPIs, .e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
	Alt.3: Performance metric based on input/output data distribution of AI/ML
	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP

	Applicable to all studied AI models 
	Applicable to all studied AI models 
	Applicable to all studied AI models
	May not applicable to some implementation of AI model (e.g., not output of predicted L1-RSRP)

	Reflect the prediction accuracy of AI model
	Reflect the system/link performance
	Reflect the change of the statics of the input/output data 
	Reflect accuracy of the predicted 1-RSRP

	Not reflect the system/link performance directly
	Not reflect the prediction accuracy of AI model directly
	Not reflect the prediction performance of AI model directly
Not reflect the system/link performance directly
	Not reflect the system/link performance directly


Note1:	The above analysis shall not give an indication about whether/which metric is supported or specified.
Note2:	Monitoring performance of the above alternatives are not addressed in the table. 



Firstly, regarding the performance metric:
In a normative way, RAN1 shall achieve agreements on performance metric(s) and benchmark/reference for the performance comparison, however, RAN4 may bring own position on model monitoring while keeping synchronization with RAN1/2.
Even the procedure of performance monitoring including assistance information can’t be studied in RAN4, Performance monitoring metric(s) of AI/ML model monitoring, i.e., how to define metrics for inference error, shall anyhow be verified in RAN4. Therefore, it is beneficial to apply a testable performance metric. Therefore, among above four alternatives, Alt.1 and Alt.4 shall be applied separately or combinedly are easier to be tested just from model perspective. Moreover, considering the similarity and consistency between test metrics and monitoring metrics, the detailed requirement of performance monitoring metrics shall refer to that for test metrics.
Proposal 3: From verification in RAN4 perspective, Performance metric(s) Alt.1: Beam prediction accuracy and Alt.4: The L1-RSRP difference shall be prioritized. 
Proposal 4: It’s preferred to align the performance monitoring metrics and that for test metrics.
Another issue is that how to define the criteria of performance metric and whether is identical to test metric.
Secondly, regarding the solution conducting performance monitoring:
if the monitoring is conducted at UE side, the monitoring comprises the UE to both report its predicted values and its measured values. It’s unclear if the measurement requirements can reuse legacy requirements or not. Another issue is that how to define the criteria of performance metric and whether is identical with test metric.
In summary, we make the following observations on the implications to RAN4 requirements:
Proposal 5：For performance monitoring at UE side, there may be a need to discuss requirements on the accuracy of reporting that is sent by the UE to the network. Potentially also measurement duration requirements may need to be considered. Wherein, the report including: 
· performance metric(s) calculated by the UE, either reports it to NW or reports an event to NW based on the performance metric(s), or
· measurement report and prediction report
Proposal 6: RAN4 shall clarify the understanding of measurement for performance monitoring, it may rely on RAN1 agreements. 
· One fundamental understanding is the measurement in monitoring shall not occupy RS resources as legacy measurements or shall not extend legacy measurements, for saving power consumption.
· Any necessary dependence between measurement for performance monitoring and model training.
Observation 5: If the UE makes decisions on model selection/activation/deactivation/switching/fallback, then there may be a need for requirements to ensure performance continuity, e.g.,  specify the needed interruption time.
Observation 6: If the network indicates to the UE to do LCM operations, there may be a need for requirements such as activation/deactivation time, interruption time etc, e.g., after receiving a command to operate the model in UE, the UE shall complete the operation in a required time span.

0. Measurement error impact 
This clause takes spatial beam prediction as reference.
The measurement error impact to prediction is mainly manifested by introducing variants on training data to the AI/ML model, where training data are based on real measurements in field. The measurement accuracy is defined in Clause 10.1.20 of TS 38.133 for L1-RSRP accuracy requirements for FR2.
Figure 2 shows the performance comparison of non-AI and AI method with and without measurement error.  Where, baseline 1 and baseline 2 are defined as follows: 
•	Baseline 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)   
•	Baseline 2: Select the best beam within Set B of beams based on the measurement of all RS resources or all possible beams of beam Set B  
For the results with measurement error, the beam is selected based on the measured RSRP value including the error, however the real RSRP of the selected beam is used for calculating the RSRP difference metric. In both AI and non-AI scenario, Set B consists of 8 CSI-RS beams out of all 32 Tx beams (1/4 of all Tx beams), and set A contains of all 32 Tx beams. Also, for this evaluation we only perform beam selection algorithm among the Tx beam and it is assumed that the Rx beam with highest RSRP is used in all cases. Details of the parameter settings can be found in R1-2306930.
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Figure 2 Performance comparison of non-AI baselines and AI method with and without measurement error

The results show that the measurement error impact on RSRP prediction accuracy of AI/ML model (the difference between the black solid curve and the green solid curve is about 7dB at 90%) is considerably larger than the legacy method 1, i.e. the exhaustive search of all beams in set A (the difference between the red dashed curve and the y-axis is about 3dB at 90%), or the legacy method 2, i.e. selecting the best beam among all measured beams in set B (the difference between the red solid curve and the blue solid curve is about 1 dB at 90%).
Observation 7: The application of AI/ML model, compared with the legacy non-AI method, may cause worse network performance when the measurement error during training and inference phase is large. 
Proposal 7: RAN4 shall determine whether the worse network performance is acceptable when AI/ML model provides worse performance than legacy measurement.
Proposal 8: RAN4 shall determine whether to tighten the range of acceptable RSRP accuracy of AI/ML model.

0. Measurement sensitivity impact 
This clause takes spatial beam prediction as reference. According to Table 10.1.20.1.2-1 in TS 38.133, the UE’s RSRP measurement relative accuracy requirements only apply down to the SNR of -3 dB. Based on the agreed UE receiver noise figure (NF) of 10 dB, a gNB Tx power of 40 dBm, 120 kHz SCS, 624 subcarriers in the system BW, and assuming no power boosting, an SNR of -3 dB corresponds to a maximum beam-pair path loss (i.e. including beamforming gain) of  40 dBm − 10∙log10(624) dB − (10∙log10(𝑘𝐵𝑇∙120∙103 Hz∙1000)+ 10) dBm −(−3 dB)=128 dB.
We estimated the KPI impact from the thermal noise through evaluations with the following assumptions, details of simulation settings can be found in R1-2306930: 
· UEs with no Set B beam pair above -128 dB were excluded from both training and testing datasets. 
· For the remaining UEs, all Set B beam pairs with path gain below -128 dB had their path gain set to -128 dB before training and testing. 
In Figure 3, the results are compared with KPI evaluations without thermal noise. Set B here consists of 8 SSB beams. Evidently, there is a substantial impact from thermal noise for scenarios with indoor UEs, and the impact should therefore be considered in KPI evaluations. 
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[bookmark: _Ref161957320]Figure 3 Performance with and without thermal noise impact

Results show that the accuracy for the AI/ML method is degraded from 84.8%, when UE can measure all beams in set B, to 80.1% for Top-1 accuracy with 0 dB margin when considering the impact that UEs cannot measure beams with path gain under -128 dB.
Observation 8: Side condition of -3dB for L1-RSRP measurement requirement, compared with no limitation, may degrade AI/ML performance.  
Proposal 9: RAN 4 is expected to investigate the side condition for AI/ML model, e.g., design different absolute or relative accuracy requirements for various side conditions.

Latencies in AI/ML model impact to RRM requirements
In TS38.843, latency is mentioned in different places, which includes at the least the below cases:
· Inference latency: when required data comes from other entities, there is a latency requirement for data collection. And, there is a latency requirement for outcome after input entering AI/ML model. 
· Monitoring latency: for (real-time) performance monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.
· LCM latency: from signalling to the operation to model (e.g., selection, (de)activation, switching, fallback, etc.), there is a latency requirement. Or, the operation to model from determining fulfilling certain criteria.
· No data training since it is offline operation hasn’t latency requirement.
RAN4 RRM is to specify requirements for support of Radio Resource Management. These requirements include requirements on measurements on UE, as well as requirements on both BS and UE dynamical behaviour and interaction, in terms of delay and response characteristics.
As what we have done to measurement latency, mobility latency and signaling latency in TS38.133, in same way we shall specify such latency with clear limitation from UE’s processing capability perspective and from timing framework perspective. Otherwise, the various latency may destroy the effort AI/ML model.
Proposal 10: Latency requirement in AI/ML model shall be pursued in RRM specification, which may comprise below aspects:
· Inference latency
· Monitoring latency
· LCM latency

Testability of AI/ML model
Recall relevant statements in TS 38.943 in the below.
	Requirements/tests for training will not be studied unless training procedures are defined. The design of test should ensure performance is guaranteed and avoid that a UE can pass the test but perform poorly in the field. 
For testing goals, Option 1 and/or Option 2 below will be selected depending on the test
-	Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
-	FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
-	FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
-	Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
-	FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
-	FFS whether and how to define non-static specific scenarios/configurations



For the testability, the current OTA testing is impossible to provide more than 2 probes in the measurement chamber, given AoAs NMAX_AoAs = 2. Then, there is the question whether all of the beams in the set A/B can be synthesized by the up to 2 probes. The feasibility shall be checked.
Proposal 11: The feasibility of creating synchronized CDL models with multiple beams (Set A/B) with up to 2 beam probes shall be studied.
Proposal 12: Static scenario/configuration may be deprioritized since the capability (robustness) of AI/ML model cannot be exploited with static scenario/configuration.

 Generalization issues for beam management
Recall generalization for beam management as follows:
	Model generalization:
In the context of model generalization, scenarios may mean various deployment scenarios, various outdoor/indoor UE distributions, various UE mobility assumptions. Similarly, configurations may mean various UE parameters, various gNB settings, Various Set B of beam(pairs). The selected scenarios/configurations for generalization verification may consider the AI model inference node (e.g., @UE or @gNB) and use case (e.g., BM-Case1, or BM-Case2). Specifically, the following generalizations could be considered and clause 6.3.2 presents those which have been actually simulated by companies:
-	Scenarios:
-	Various deployment scenarios, e.g., UMa, UMi and others; e.g., 200m ISD or 500m ISD and others; e.g., same deployment, different cells with different configuration/assumption; e.g., gNB height and UE height; 
-	Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others
-	Various UE mobility, e.g., 3km/h, 30km/h, 60km/h and others
-	Configurations (parameters and settings):
-	Various UE parameters, e.g., number of UE Rx beams (including number of panels and UE antenna array dimensions)
-	Various gNB settings, e.g., DL Tx beam codebook (including various Set A of beam(pairs) and gNB antenna array dimensions)
-	Various Set B of beam (pairs)
-	T1 for measurement /T2 for prediction for BM-Case2
-	Other scenarios/configurations(parameters and settings) are not precluded and can be reported
Companies to report the selected scenarios/configurations for generalization verification. Note: other approaches for achieving good generalization performance for AI/ML-based schemes are not precluded.
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
-	Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
-	Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
-	Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
-	Notes: Companies to report the ratio for dataset mixing. Number of the multiple scenarios/configurations can be larger than two. 
-	The following case for generalization verification, can be optionally considered by companies: 
-	Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.
-	Companies to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance.



For AI/ML based BM solution, generalization poses one of the main challenges for RAN4 testing. 
RAN4 shall down select the scenario(s) and Configurations (parameters and settings) for conformance test, which shall be a benchmark to the the model performance complying with various (include unseen) scenarios and configuration. 
Another issue is how to define the generalization, specially from test perspective, we consider the below options:
· The AI/ML model is fixed, including configuration/parameters, for various scenario
· The AI/ML model is fixed (no re-training is needed), with configuration/parameters update, for various scenario
· Configuration/parameters update is determined without any external signaling
· Configuration/parameters update is determined by any external signaling
· The AI/ML model is changed, i.e., re-trained, for various scenario
Among them, in the case that the AI/ML model is valid for various scenario if the model is fixed, but configuration/parameters update is determined without any external signaling, whether the AI/ML model fulfill AI/ML generalization.
Observation 9: To define the generalization, specially from test perspective, we consider the below options:
· Option 1: The AI/ML model is fixed, for various scenario
· Option 2: The AI/ML model is semi-fixed (no re-training is needed), for various scenario
· Option 2.1: AI/ML model can adapt various scenario without any external signaling
· Option 2.2: AI/ML model can adapt various scenario with indication by any external signalling, e.g., UE has more information due to changes of its radio conditions, based on which the UE can trigger change/switch model for the scenario.
· Option 3: The AI/ML model is changed, i.e., re-trained, for various scenario
Proposal 13: RAN4 shall check whether the AI/ML model fulfills generalization, if the AI/ML model is semi-fixed (no tr-training is needed) but can adapt various scenarios based on determination by UE itself without any external signaling, to guarantee performance in various scenario. 	 

Conclusion
Observation 1: Among options in test metrics, the RSRP accuracy cannot be identified as a test metric without beam information.
Observation 2: The approximated predicted RSRP values among different beams might cause a misjudgment and impact the beam prediction accuracy.
Observation 3: A tolerance margin to avoid the beam prediction ambiguity due to RSRP proximity is needed to be defined as a supplementary information for option 2.  As reference, ‘beam prediction accuracy (%) with 1dB margin for Top-1 beam’ for evaluating  the performance of AI/ML in beam management is defined in RAN1.
Observation 4: The conformance test shall avoid uncertainty/variance of the relationship between beam information and RSRP, which can reduce the test complexity including post processing and test case number, RAN4 shall identify the issue in test configuration and definition after the test metric is identified.
Observation 5: If the UE makes decisions on model selection/activation/deactivation/switching/fallback, then there may be a need for requirements to ensure performance continuity, e.g.,  specify the needed interruption time.
Observation 6: If the network indicates to the UE to do LCM operations, there may be a need for requirements such as activation/deactivation time, interruption time etc, e.g., after receiving a command to operate the model in UE, the UE shall complete the operation in a required time span.
Observation 7: The application of AI/ML model, compared with the legacy non-AI method, may cause worse network performance when the measurement error during training and inference phase is large. 
Observation 8: Side condition of -3dB for L1-RSRP measurement requirement, compared with no limitation, may degrade AI/ML performance.  
Observation 9: To define the generalization, specially from test perspective, we consider the below options:
· Option 1: The AI/ML model is fixed, for various scenario
· Option 2: The AI/ML model is semi-fixed (no re-training is needed), for various scenario
· Option 2.1: AI/ML model can adapt various scenario without any external signaling
· Option 2.2: AI/ML model can adapt various scenario with indication by any external signalling, e.g., UE has more information due to changes of its radio conditions, based on which the UE can trigger change/switch model for the scenario.
· Option 3: The AI/ML model is changed, i.e., re-trained, for various scenario
Proposal 1: For test purposes, the predicted RSRP should be reported together with beam information such as beam ID.
Proposal 2: Option 3 in test metrics should be rephrased, e.g., merged/covered by the final agreements depending on Option 1 and Option 2, or deprioritized.
Proposal 3: From verification in RAN4 perspective, Performance metric(s) Alt.1: Beam prediction accuracy and Alt.4: The L1-RSRP difference shall be prioritized. 
Proposal 4: It’s preferred to align the performance monitoring metrics and that for test metrics.
Proposal 5：For performance monitoring at UE side, there may be a need to discuss requirements on the accuracy of reporting that is sent by the UE to the network. Potentially also measurement duration requirements may need to be considered. Wherein, the report including: 
· performance metric(s) calculated by the UE, either reports it to NW or reports an event to NW based on the performance metric(s), or
· measurement report and prediction report
Proposal 6: RAN4 shall clarify the understanding of measurement for performance monitoring, it may rely on RAN1 agreements. 
· One fundamental understanding is the measurement in monitoring shall not occupy RS resources as legacy measurements or shall not extend legacy measurements, for saving power consumption.
· Any necessary dependence between measurement for performance monitoring and model training.
Proposal 7: RAN4 shall determine whether the worse network performance is acceptable when AI/ML model provides worse performance than legacy measurement.
Proposal 8: RAN4 shall determine whether to tighten the range of acceptable RSRP accuracy of AI/ML model.
Proposal 9: RAN 4 is expected to investigate the side condition for AI/ML model, e.g., design different absolute or relative accuracy requirements for various side conditions.
Proposal 10: Latency requirement in AI/ML model shall be pursued in RRM specification, which may comprise below aspects:
· Inference latency
· Monitoring latency
· LCM latency
Proposal 11: The feasibility of creating synchronized CDL models with multiple beams (Set A/B) with up to 2 beam probes shall be studied.
Proposal 12: Static scenario/configuration may be deprioritized since the capability (robustness) of AI/ML model cannot be exploited with static scenario/configuration.
Proposal 13: RAN4 shall check whether the AI/ML model fulfills generalization, if the AI/ML model is semi-fixed (no tr-training is needed) but can adapt various scenarios based on determination by UE itself without any external signaling, to guarantee performance in various scenario. 	 
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