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1 Introduction
In Rel-18 RAN WG4 conducted detailed studies on the testability and interoperability aspects of AI/ML enabled techniques for NR air interface as a part of FS_NR_AIML_Air SI [1] and the conclusions are summarized in TR 38.843 [2]. A new WI on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN #102 meeting [3] with the following RAN4 objectives (marked in yellow):
	Objective of SI or Core part WI or Testing part WI
Provide specification support for the following aspects:
· …
· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· …
· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis
NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 

Objective of Performance part WI
· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.



The initial work item stage discussions took place in RAN4 #110 with agreements summarized in [4]. In this contribution we provide views and proposals on the AI/ML testability and interoperability aspects for CSI compression use case for two-sided AI/ML models.
2 Discussion
Background
In previous meetings RAN4 discussed feasibility of testing 2-sided AI/ML models for CSI compression use case and several candidate options on how to test encoder/decoder implementation at the test equipment side were identified [2]. 
	Following the above principles, the considered options of test decoder are listed below
· Option 1: DUT provides the decoder
· Option 2: Infra vendor provides the decoder
· Option 3: Full decoder specification in standard
· Option 4: TE vendor provides the decoder



During the RAN4 #110 meeting it was decided to narrow the testing options for two-sided AI/ML models with the focus on defining a common reference decoder for 2-sided AI/ML models [4].
· Option 3: Fully standardized reference decoder 
· Option 4: Partially standardized reference decoder (dataset + key parameters). 
	Issue 4-2: Testing options for 2-sided model
· RAN4 to further discuss only options 3 and 4


Inter-vendor training collaboration framework
The concurrent discussion with respect to inter-vendor training collaboration of AI/ML-based CSI compression took place in RAN1 #116 (Feb 2024) and the following agreements were reached:
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.


RAN1 Option 1 closely resembles RAN4 Option 3, with the primary distinction being the potential inclusion of a reference encoder in RAN1 approach. If RAN1 Option 1 is adopted, then the respective models can be reused for RAN4 testing. Meanwhile, RAN1 options 2-5 are reflecting a broader range of considerations and if any of the options are adopted, then additional RAN4 discussions may be required. RAN1 discussions on reference models have significant implications for RAN4 work on defining reference decoder options and decisions made by RAN1 will influence the direction of RAN4 standardization efforts. Given the interdependency of RAN1/4 discussions, it is recommended for RAN4 to continue analyzing both Options 3 and 4 concurrently and wait for RAN1 conclusions on how to facilitate inter-vendor collaboration before deriving final conclusions. 
Proposal #1:	RAN4 should further align its test methodology with RAN1's conclusions on inter-vendor training collaboration for AI/ML-based CSI compression.

Model complexity
Due to a diverse nature of AI/ML models implementations, there may be a significant variation in their complexity and performance, which is illustrated by Rel-18/19 RAN1 studies. The summary AI/ML models used for RAN1 evaluations for 2-sided AI/ML models for CSI compressions is provided in TR 38.843 [2] with the complexity in the range from 10M to 1100M FLOPs and with 1M to 17M parameters for the decoder (CSI reconstruction) part:
	The complexity metric in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI compression are summarized in Figure 6.2.2.1-1, where the complexity for the CSI generation part and the complexity for the CSI reconstruction part are illustrated separately. 
· A majority of 25 sources adopt the CSI generation model subject to the FLOPs from 10M to 800M, and 26 sources adopt the CSI reconstruction model subject to the FLOPs from 10M to 1100M.
· A majority of 21 sources adopt the CSI generation model subject to the number of parameters from 1M to 13M, and 22 sources adopt the CSI reconstruction model subject to the number of parameters from 1M to 17M.
· Results refer to Table 1 of clause 7.3, R1-2310450.
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Figure 6.2.2.1-1: Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI compression


In the figure below we illustrate the dependency of SGCS performance depending on the AI/ML model complexity based on results in [4]. It can be observed that AI/ML model complexity has a direct impact on the overall performance and that the complexity of the methods may substantially exceed the complexity of legacy PMI-based CSI feedback schemes.
	
Figure 1: SGCS and complexity for eType II PMI codebook and different transformer-based AI/ML models.




The RAN4 reference models for testing are expected to set the basis for both UE and NW implementations and serve as reference decoders for performance requirements definition. Therefore, RAN4 needs to further discuss on associated complexity for Options 3/4 considering RAN1 analysis on the performance as well as practical considerations on the algorithm implementation complexity including computational complexity and memory consumption. Additional RAN4 analysis on complexity should be performed to ensure that reference models represent practical implementations in terms of complexity and power consumption. The respective bounds on the maximum complexity shall be considered for both Option 3 and Option 4 methods.
Proposal #2:	Further discuss and define the upper bound complexity including the number of computations and number of parameters for Option 3 and Option 4 reference decoders.
Option 3: Fully standardized reference decoder
In RAN4 #110 the initial set of parameters for the definition of Option 3 reference decoder were decided [4]: 
	Parameters in green are agreed. The parameters in yellow are tentatively agreed. The other parameters are still under discussion. Other parameters that are not yet listed might also be needed.
Companies are invited to bring proposals on which parameters to use in future meetings.
	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, activation layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)





The WF [4] does not describe the eventual procedure for Option 3 feasibility analysis, and before proceeding with definition of detailed model we recommend to outline: 1) the steps required to conduct analysis of the feasibility, 2) principles to confirm feasibility, 3) principles to select the decoder for specification (if multiple options are identified).
Proposal #3:	Further agree on the steps required to conduct analysis of Option 3 and on the principles to select the decoder for specification.
In addition, below we provide views on selected aspects Option 3:
· Model architecture parameters:
· The full model architecture needs to be aligned/decided. Several model types can be considered (e.g., transformer, CNN) 
· The upper bound model complexity (number of computations and number of parameters) shall be decided taking into account RAN1 performance evaluations and implementation aspects.
· RAN1 inputs on the best identified models in terms of performance/complexity can be requested (note: the same principles can apply for Option 4)
· Training datasets
· For feasibility analysis synthetic channel models can be considered (e.g., TDL-based)
Proposal #4:	Request RAN1 inputs on the identified decoder models for Option 3 and 4 taking into account performance/complexity.
Option 4: Partially standardized reference decoder
The option 4 is defined as follows in [2]:
	For option 4, the following aspects should be considered
· TE vendor should be able to develop the decoder based on the specifications
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance
· Interoperability should be ensured based on the parameters that need to be specified
· Parameters that need to be specified are FFS
· Candidate parameters/conditions that may be considered for defining test decoder include
· Training data set for TE decoder training
· Model structure (Activation function is included in the model structure)
· Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of model parameters
· Compression ratio of decoder (output size/input size)
· Quantization level
· Other parameters are not precluded and to be further discussed. 
· Note: Feasibility of definition of parameters needs further investigated.


The eventual goal of AI/ML test feasibility analysis is to make ensure test methodology provides a framework to provide repeatable results at the TE side. From this point of view, there may be no fundamental difference between Option 3 and Option 4 approaches in terms of feasibility as long as sufficient details of Option 4 model are provided such that TE vendors can come up with models providing aligned results. Basically, the discussion and analysis on Option 4 feasibility can be performed jointly with discussion on Option 3 method and follow the same principles.
In our view the definition of Option 4 framework will require definition of:
· Model architecture parameters: 
· The subset of parameters identified for Option 3 can be used as the basis for Option 4. In particular, the discussion on the AI/ML models for Options 3 and 4 can be performed jointly without the need for parallel tracks. 
· The upper bound model complexity (number of computations and number of parameters) shall be decided taking into account RAN1 performance evaluations and implementation aspects.
· RAN1 inputs on the best identified models in terms of performance/complexity can be requested. 
· Training data set for model training: 
· The respective dataset shall be clearly standardized and included in specifications so that TE vendors can use it for training. The same dataset can be for both Option 3 and 4.
· Procedure for UE model training 
· The procedure shall be based on the eventual RAN1/2 design/specification for inter-vendor training collaboration and Type 3 training framework (separate training at NW side and UE side) with NW-first training can be used as the basis.
Proposal #5:	Conduct Option 4 analysis in parallel with Option 3 reusing same assumptions on Model architecture parameters and Training data set for model training.

3 Conclusion
In this paper we provide our views on general aspects of AI/ML testability and interoperability aspects, and, in summary, make the following proposals:
Proposal #1:	RAN4 should further align its test methodology with RAN1's conclusions on inter-vendor training collaboration for AI/ML-based CSI compression.
Proposal #2:	Further discuss and define the upper bound complexity including the number of computations and number of parameters for Option 3 and Option 4 reference decoders.
Proposal #3:	Further agree on the steps required to conduct analysis of Option 3 and on the principles to select the decoder for specification.
Proposal #4:	Request RAN1 inputs on the identified decoder models for Option 3 and 4 taking into account performance/complexity.
Proposal #5:	Conduct Option 4 analysis in parallel with Option 3 reusing same assumptions on Model architecture parameters and Training data set for model training.
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