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Introduction
In Rel-18 RAN WG4 conducted detailed studies on the testability and interoperability aspects of AI/ML enabled techniques for NR air interface as a part of FS_NR_AIML_Air SI [1] and the conclusions are summarized in TR 38.843 [2]. A new WI on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN #102 meeting [3] with the following RAN4 objectives (marked in yellow):
	Objective of SI or Core part WI or Testing part WI
Provide specification support for the following aspects:
· …
· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· …
· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis
NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 

Objective of Performance part WI
· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.



The initial work item stage discussions took place in RAN4 #110 with agreements summarized in [4]. In this contribution we provide views and proposals on the general aspects of AI/ML testability.
Discussion
Relation to legacy requirements
The WID RAN4-centric study objectives include “Relation to legacy requirements”. During the study stage several relevant aspects were considered, and the following conclusions are captured in the TR 38.843 [2]: 
	For the definition of AI/ML requirements, the following cases related to legacy performance should be considered: 
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities /measurements that are to be enhanced by AI/ML based methods.
· [bookmark: _Hlk149569778]Further study may be needed on what is baseline performance in conditions different to the requirement condition but within the expected range of operation.
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods.
· For the cases without the existing legacy performance
· New performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are carried out or are to be enhanced by AI/ML based methods


The existing study conclusions are primarily focused on the definition of requirements for AI/ML features and focus on ensuring proper performance and their comparison against legacy implementations. However, besides this we note that existing non-AI/ML features are the basis of existing network, and their stable performance is crucial for maintaining service quality while we migrate to a wider adoption of AI/ML features. Therefore, it is natural to expect that the introduction of AI/ML features should not lead to the degradation in the performance of these systems (e.g., due to concurrent activation of AI/ML and legacy features). So, the definition of requirements for UE AI/ML features should be aligned with the goal of preserving legacy performance. To safeguard against any adverse effects on legacy performance, it is proposed that UEs supporting AI/ML features be mandated to meet the existing legacy performance requirements with configured/enabled AI/ML functionality. These requirements should be enforced even if the AI/ML features are not directly related to a specific use case. By doing so, we can ensure that the introduction of AI/ML features is seamless and does not disrupt the user experience.
Proposal #1:	UEs supporting AI/ML features shall be mandated to meet the existing legacy performance requirements with configured/enabled AI/ML functionality for all existing legacy test cases.
Static/non-static scenarios/conditions and propagation conditions for testing
The WID RAN4-centric study objectives include “Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)”. During RAN4 #110 meeting a limited number of additional agreements on propagation conditions were made [4]: 
	Agreement: For inference test, use synthetic channels as baseline, and check whether it can be used for the individual use case


The application of static and non-static scenarios or configurations in AI/ML use cases has been a topic of discussion in the context of testing goals and the general framework in the SI stage. The agreed baseline approach is to apply testing for a static scenario or configuration. However, the agreement lacks clarity as there is no explicit definition of what constitutes static or non-static scenarios or configurations. In our view the static scenario/configuration term means that at least channel model type and SNR settings are fixed and do not change over the test, while specific channel realizations may be dynamic (e.g., due to Doppler fading effects).
The application of static and non-static scenarios or configurations in AI/ML use cases can vary depending on the specific use case. Static scenarios provide a consistent and controlled environment for testing and deploying AI/ML models, which can help ensure reliable and repeatable results. However, certain AI/ML features may necessitate the use of non-static scenarios and propagation conditions. CSI and beam management temporal prediction features involve predicting future states based on historical measurements, and as such, they may require a more dynamic (non-static) environment that changes over time to accurately reflect real-world conditions. In these cases, non-static propagation conditions, including varying channel models, SNR, and trajectory movement modeling, may be required. Varying channel models can simulate different propagation environments, while changes in SNR can reflect varying levels of signal quality. Trajectory movement modeling can simulate the movement of users or devices in a network.
The choice between static and non-static scenarios or configurations should be made based on the specific requirements of the AI/ML use case and our views are summarized in the table below.
Table 1. Static/non-static scenarios applicability for AI/ML use cases
	Use case
	Feature
	Static/non-static scenarios

	CSI feedback enhancement
	Spatial-frequency domain CSI compression
	Static

	
	Time-domain CSI prediction 
	Static and/or non-static (SNR)

	Beam management
	Spatial-domain DL Tx beam prediction
	Static

	
	Temporal DL Tx beam prediction
	Static and/or non-static (SNR, trajectory)

	Positioning
	Direct AI/ML 
	Static

	
	AI/ML assisted positioning
	Static


In summary, while static scenarios are generally suitable for most AI/ML use cases, non-static propagation conditions may be necessary for certain features such as CSI and beam management temporal prediction. Therefore, the choice between static and non-static scenarios or configurations should be made based on the specific requirements of the AI/ML use case. The CSI and beam management temporal prediction use cases may require non-static scenarios and may need further discussion. We suggest considering non-static conditions only if static conditions cannot meet the test purpose. The respective decision may be taken in the stage of the work on specific requirements.
Proposal #2:	The minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature shall be tested for a static and/or non-static scenario and configuration:
· Static scenario/configuration term means that at least channel model type and SNR settings are fixed and do not change over the test, while specific channel realizations may be dynamic.
· Static scenarios/configurations can be applicable to all use cases.
· Non-static scenarios/configuration can be further considered in application to CSI and beam management temporal prediction use cases. The details of models are FFS and may include non-stationary SNR and other conditions.
Post-deployment validation due to model change/drift
The topic of post-deployment functionality/drift validation was discussed during the SI stage. The following was captured in RAN4 #108bis, RAN4 #109 and RAN4 #110 meetings [4-6].
	RAN4 #108bis (moderator summary)
Issue 1-9: Post deployment testing 
· Proposals
· Option 1: RAN4 should study a framework to enable post deployment tests for model updates and/or drift validation (and possible other use cases)
· Following options can be taken for reference in further discussion:
· Option 1- a: The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
· Option 1- b: After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
· Option 1- c: At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.
· Other options can also be discussed
· Option 2: RAN4 does not need to study such framework
· Option 3: others, please provide some proposals

RAN4 #109 (moderator summary)
Issue 1-7: Tests post-deployment
· Proposals
· Option 1: The post deployment testing should be based on the model monitoring framework  
· Postpone the discussion to a future release, possible as a study part of Rel-19 WI 
· Option 2: RAN4 should study the ways to validate performance after model updates and/or detected drift and discuss at least the following non-mutually exclusive options:
· The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
· After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
· At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.
· Option 3: There is no need for post-deployment testing
· Option 4: other

RAN4 #110 (WF)
Issue 1-2: Post deployment handling
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded



Managing the performance of AI/ML model (ML-enabled Functionality/Feature) updates or changes over time, particularly for UE-side models is one of the key challenges of AI/ML framework. Per study item agreements, AI/ML models may originate from a UE, UE-side OTT server and there are two general alternatives considered: 1) model updates or changes that are transparent to the network, and 2) model updates are non-transparent to the network.
One of the specific characteristics of AI/ML air interface is that AI/ML models (features/functionality) can change over the lifetime of UE via (re)configurations, models updates (e.g. due to additional training) and other reasons. In practice, the changes in the AI/ML models used at the UE side may lead to alterations in the performance of the UE, which in turn can impact the overall network performance. Therefore, it is crucial to establish a robust framework for post-deployment model verification. 
While regular conformance tests are expected to be performed for initial or default AI/ML models, the existing 3GPP conformance framework may not be directly suitable for post-deployment verification by default. In particular, the fact that UE has passed the conformance tests, does not guarantee that the performance will be maintained in case of AI/ML model updates or changes over UE lifetime. 
Takin into consideration the discussion in RAN4 #110 we envision the two general approaches for post-deployment model testing.
· Option 1: Conduct the conformance testing for any AI model/functionality before deployment to the UE.  The first option is to test against RAN4 requirements and declare the changes or updates to the AI/ML model by the device vendor before any deployment to the UE is performed. This comprehensive approach guarantees that models meet the minimum performance requirements. One of benefits of such approach is that the minimum performance is guaranteed, which may be helpful for the network as it may not need to extensively rely on the performance monitoring framework (e.g., not use frequent monitoring or use a subset of metrics depending on RAN1 design). Under an assumption that the AI/ML model update comes from the UE-side OTT server it is reasonable to assume that device vendors have ability to perform conformance testing of respective models, before the model can be updated (i.e., testing is feasible). Same time we acknowledge that this option may limit the flexibility of innovation on the UE side and potentially become a bottleneck for more adaptive approaches, when the model training/update are performed directly at the UE side. 
· Option 2: Do not perform conformance testing for AI model/functionality before deployment and model performance is controlled based on performance monitoring framework. The second option is to not explicitly test the changes or updates to the models during UE lifetime (post-deployment), and instead, the network and/or UE would rely solely on performance monitoring mechanisms. However, it is currently unclear whether the performance monitoring mechanism can provide reliable performance all the time and impose limited overhead at the same time.
In our view neither approach is flexible enough, and the specification should take the pros/cons of both into account. For instance, the following principles can be used for UE-sided models at least when model updates or changes that are transparent to the network:
· At least some default AI/ML model (feature or functionality) needs to pass conformance testing and be present in the device during the initial conformance testing. 
· Any changes or updates to the ML-enabled functionality or feature, which come from UE-side OTT server, shall be tested by the device vendor against RAN4 requirements before the deployment to the UE is performed. Other model updates may be tested by the device vendor against RAN4 requirements.
· The post deployment testing should be based on the model monitoring framework.
· The information on whether AI/ML model update has passed conformance test (and potentially associated data) shall be conveyed to the network, and based on this, the network may adjust the model monitoring framework accordingly.
Proposal #3:	Adopt the following framework for post-deployment model (feature/functionality) verification at least for the case when model updates or changes are non-transparent to the network:
· At least some default AI/ML model (feature or functionality) needs to pass conformance testing and be present in the device. 
· Any changes or updates to the ML-enabled functionality or feature, which come from UE-side OTT server, shall be tested by the device vendor against RAN4 requirements before the deployment to the UE is performed. Other model updates may be tested by the device vendor against RAN4 requirements.
· The information on whether AI/ML model update has passed conformance test (and potentially associated data) shall be conveyed to the network, and based on this, the network may adjust the model monitoring framework accordingly.
Reference AI/ML models for performance requirements
Due to the diverse nature of AI/ML models implementations, there may be a significant variation in their complexity and performance, which is illustrated by RAN1 studies [2]. From RAN4 requirements perspective it is important to establish a common baseline for performance and complexity (for both 1-sided and 2-side models) and a big divergence in models’ complexity/performance may become a problem. To overcome the challenge, it is recommended to define reference AI/ML models for requirements definition. Many existing demodulation requirements are defined under an assumption of a certain reference receiver (e.g. MMSE, R-ML, etc.) and a similar concept can be taken for 1-sided and 2-side AI/ML models. The models, whether partially or fully defined, would be utilized during the performance requirements definition stage to achieve a certain minimum level of performance with the given complexity level. The reference model concept is not necessarily meant to be standardized in detail, but rather should serve as a general guideline. Given the complexity of discussions on reference models and assumptions, it is recommended that these discussions be initiated early in the WI process. 
In previous meetings RAN4 discussed feasibility of testing 2-sided AI/ML models for CSI compression and several candidate options on how to test encoder/decoder implementation at the test equipment side were discussed. During the RAN4 #110 meeting it was decided to narrow the testing options for two-sided AI/ML models with the focus shifted towards defining a common reference decoder for 2-sided AI/ML models - Option 3 with fully standardized reference decoder and Option 4 with partially standardized reference decoder (dataset + key parameters). If either of respective approaches is identified to be feasible, a similar method can be applied to define reference models for requirements definition.
Proposal #4:	Define reference AI/ML models for one-sided and two-sided models (both encoder/decoder) for performance requirements definition. 
Conclusion
In this paper we provide our views on general aspects of AI/ML testability and interoperability aspects, and, in summary, make the following proposals:
Proposal #1:	UEs supporting AI/ML features shall be mandated to meet the existing legacy performance requirements with configured/enabled AI/ML functionality for all existing legacy test cases.
Proposal #2:	The minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature shall be tested for a static and/or non-static scenario and configuration:
· Static scenario/configuration term means that at least channel model type and SNR settings are fixed and do not change over the test, while specific channel realizations may be dynamic.
· Static scenarios/configurations can be applicable to all use cases.
· Non-static scenarios/configuration can be further considered in application to CSI and beam management temporal prediction use cases. The details of models are FFS and may include non-stationary SNR and other conditions.
Proposal #3:	Adopt the following framework for post-deployment model (feature/functionality) verification at least for the case when model updates or changes are non-transparent to the network:
· At least some default AI/ML model (feature or functionality) needs to pass conformance testing and be present in the device. 
· Any changes or updates to the ML-enabled functionality or feature, which come from UE-side OTT server, shall be tested by the device vendor against RAN4 requirements before the deployment to the UE is performed. Other model updates may be tested by the device vendor against RAN4 requirements.
· The information on whether AI/ML model update has passed conformance test (and potentially associated data) shall be conveyed to the network, and based on this, the network may adjust the model monitoring framework accordingly.
Proposal #4:	Define reference AI/ML models for one-sided and two-sided models (both encoder/decoder) for performance requirements definition. 
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