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1 Introduction
In this contribution, we will discuss testability and interoperability issues for CSI compression.
2 Discussion
2.1 Time domain compression
In last meeting, RAN4 suggest companies to provide detail parameters for reference decoder. However, we found that AI based CSI model is still updating. Release 18 study item studied the sub-use case of spatial-frequency domain CSI compression using two-sided model. In Rel-19, The work item description [2] has identified a study objective associated with performance improvement:

	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 




In RAN1 #116 meeting, different categories are agreed to be studied for different scenario. the AI model scheme for two-side CSI compression will extend from spatial/frequency compression to spatial/temporal/frequency compression and CSI compression plus prediction.

	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes






For example,
· For case 0, spatial/frequency compression is assumed 
· For case 1,2,5, spatial/temporal/frequency compression is assumed 
· For case 3 and 4, spatial/temporal/frequency compression plus prediction is assumed
When time domain compression or prediction is considered, the AI model may be different from case 0, e.g. LSTM or other model may be further involved. Therefore, RAN4 needs to first discuss the scenario or scheme assumption for reference decoder first, e.g. whether time domain compression or prediction is considered or not. If RAN4 spend lots of time to align these model parameters based on Rel-18, it’s a question whether RAN4 needs to align these parameters based on Rel-19 later. 
Proposal 1: RAN4 to discuss the assumption for reference decoder first, e.g. whether time domain compression or prediction is considered or not, which will have impact on the reference model type and structure.
2.2 How to choose reference model 
For option 3, the target is to fully standardize the inference encoder (including architecture and parameters).
Since there are many models and parameters from different UE and NW vendors, it’s challenge to align all the parameters. RAN4 needs to discuss how to define a rule to choose a model structure and decide the detail model parameter. There are many aspects needs to be considered:
· Performance
· Complexity
· Interoperability and compatibility
· other
here, we would like to emphasize the importance of interoperability and compatibility. The CSI reference decoder needs to be compatible with different CSI encoders from UE vendor to guarantee the performance. Otherwise, the reference decoder will only work for dedicated encoder structure, which will have great limitation on UE implementation.

Proposal 2: RAN4 needs to discuss how to define a rule to choose a reference decoder model if model architecture and parameters from companies are diverse.
2.3 AI model structure
In the next, we will provide our AI structure and parameters for different assumptions:
· Spatial/frequency compression
· Spatial/time/frequency compression

Spatial/frequency compression

For spatial/frequency compression, a Transformer-based AI model is used.
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Fig.1 The basic structure of Transformer model

Table 1: basic parameter for decoder
	Category
	Parameter
	Description/Examples

	Model architecture parametersa
	Model type
	Transformer

	
	Model depth
	6

	
	Quantization method for the encoder output
	Scalar

	
	Encoder-decoder interface
	60, 120, 280bits, 240 bits for generalization

	
	Fixed point representation
	int16

	
	Format of input to encoder/output of decoder
	60, 120, 280bits

	Model Training related parameters
	Training procedure
	

	
	Loss function
	SGCS

	
	Training datasets
	Channel model: 
· Uma and/or Umi
number of Tx/Rx ports
· gNB: 32 ports,(8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
· UE:2RX,(1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)
Dataset construction : 210,000
200 drop*21 cell*50 UE*1 samples per UE

	
	Hyperparameters
	Learning rate = 0.001,
batch size = 128
optimization algorithm = Adam, 

	
	Cross-validation details
	Dataset for training: 199,500
Dataset for Testing: 10000
Dataset for validation: 10500

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	

	
	Supported feedback payloads
	maximum 240bits, different feedback payloads are obtained by cutting off the tail of the maximum 240 bit



The generalization evaluation of different size of CSI feedback payloads is conducted by parallel training of one encoder part and three decoder parts. The basic AI model for feedback payloads generalization is as Fig.1 shows. Setting the maximum feedback bit number as 240 bit, different feedback payloads are obtained by cutting off the tail of the maximum 240 bit. The output of encoder is always equal to the maximum bit number, while the input of the decoder is the truncated bit of the output of encoder.
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Fig.2, The basic structure of AI model for feedback payloads generalization
The FLOPs and number of AI/ML parameters for the CSI generation part and the CSI reconstruction part are provided separately in Table 2. As a rank-common and layer-common AI model is used, the FLOPs is captured as 258*K M, wherein K is the maximum rank number and 258M is the FLPOs for one layer calculation.
Table 2: Complexity and memory storage of AI model
	
	CSI generation part
	CSI reconstruction part

	FLOPs
	258*K*
	258*K*

	Number of AI/ML model parameters
	10.79*
	10.79*




Spatial/time/frequency compression
As Figure 3 shown, the AI model is LSTM and Transformer based. Different with AI model for spatial/frequency compression, the input of AI model for spatial/temporal/frequency compression includes both the CSI/eigenvector of current slot and accumulated information from historic slot. And the output of encoder is the compressed CSI/eigenvector after quantization, while an intermediate output of LSTM part of encoder is the accumulated information, which would be used as input for the next slot. Similar as the encoder part, the decoder needs to recovery the CSI/eigenvector based on both compressed CSI/eigenvector and the historic accumulated information calculated in the decoder side. 

[image: ]

Fig.3: Structure of AI model for spatial/temporal/frequency compression 
The FLOPs and the number of parameters are used for complexity and storage comparison between spatial/frequency compression and spatial/temporal/frequency compression. Table 3 shows the complexity and parameter numbers of different AI models. It is observed that the complexity of SFT compression is higher than SF compression, while the number of parameters of SFT compression is less than SF compression. Table 4 shows the parameters for AI model training.  

Table 3: Complexity and memory storage of AI model
	
	CSI generation part
	CSI reconstruction part

	SF
	FLOPs
	279 M
	279 M

	
	Number of AI/ML model parameters
	10.79 M
	10.79 M

	SFT
	FLOPs
	754 M
	754 M

	
	Number of AI/ML model parameters
	6.89 M
	6.89 M



Table 4：Parameter for AI model training
	AI training parameter
	Value

	Quantization
	Scalar quantization

	Loss function
	SGCS

	Learning rate
	0.0001

	Optimizer
	Adam

	Epoch
	200

	Batch size
	128



Since RAN1 is still improving CSI compression performance, the decoder structure may be further updated. RAN4 needs to align the assumption for reference decoder.
3 Conclusion
In this contribution, we provide the following proposals:
Proposal 1: RAN4 to discuss the assumption for reference decoder first, e.g. whether time domain compression or prediction is considered or not, which will have impact on the reference model type and structure.
Proposal 2: RAN4 needs to discuss how to define a rule to choose a reference decoder model if model architecture and parameters from companies are diverse.
4 Reference 
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