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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In Rel-18 RAN4 studied the testability and interoperability of NR AI/ML and the conclusions are included in TR 38.843 [1]. A new WI in Rel19 on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN #102 meeting [2] with the following RAN4 objectives :
	Objective of SI or Core part WI or Testing part WI
Provide specification support for the following aspects:
· …
· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· …
· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis
NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 

Objective of Performance part WI
· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.




And in last RAN4 meeting the discussion on this objective were initialized and WF was approved in [3].  In this contribution we will provide some considerations on the open issues under AI positioning scenario.
· Requirements for AI Pos cases
· Handling of requirements for measurements and reported metrics/values
· AI Model monitoring hypothesis

Discussion
Requirements for the different AI Pos cases
Firstly, regarding to RAN1’s agreements on the use cases for AI Pos below, RAN4 can discuss whether the measurement testing requirements shall be defined for these using cases. 
· Case 1: 	      UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: 	UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: 	UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: 	NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: 	NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

For the case 1, since UE needs not to report any measurement or estimation results to NW side, usually RAN4 have not any requirements. 
Proposal 1: RAN4 should not define any requirements for case 1
For case 2a with UE-assisted positioning, AI/ML model at UE is expected to generate necessary intermediate measurements results that are reported to LMF.  For case 2b, UE is expected to perform the final positioning that are then reported to LMF to be used as model input for the AI/ML model at LMF.  Therefore, we can propose that:
Proposal 2: RAN4 should define requirements for case 2a/2b. 

For case 3a/3b with NG-RAN node assisted positioning, the accuracy requirements for network side instead UE side can be defined as in TS38.133 Clause 13.  Therefore, we can propose that:
[image: ]
Proposal 3: RAN4 should define requirements for case 3a/3b at least for accuracy requirements.
Measurements and reported metrics/values
In the last meeting, the issue about the measurement metrics were brought by companies but without any conclusions.  
For the measurement and report metric themselves, as RAN4 agreed in Rel18 TR [1] the following legacy metric can be taken consideration. In our views, for Rel19 AI/ML feasibility and testability study they can also take as the start point for RAN4 discussion.
	Positioning accuracy enhancements
Both direct AI/ML positioning and AI/ML assisted positioning are considered.
For metrics for positioning requirements/tests, the candidate options include
-	Option 1: positioning accuracy: Ground truth vs. reported
-	only option available for direct positioning
-	Option 2: CIR/PDP, channel estimation accuracy
-	Option 3: ToA, RSTD and RSRP, and RSRPP
-	Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above




Meanwhile, in the last meeting whether the new requirements beside the legacy requirements shall be defined was also brought for discussion. The proposed options on handling requirements for measurements and reported metrics/values were listed below.
· Option 1: Reuse the already defined requirements for existing measurements/reported metrics, RAN4 should only discuss new requirements if new metrics to be measured/reported are introduced by other groups
· Option 2: RAN4 should look into enhancing/tightening existing requirements
· Option 3: others
Particularly, regarding to RAN1’s agreements on the use cases for AI Pos, the metric for RAN4 measurement testing requirements shall be differentiated for these using cases. For an example, for case 2b of UE-assisted/LMF-based positioning with direct AI/ML assisted positioning, the new metric could be used as the testing. However, for case 2a with assisted AI/ML approach , the legacy metric (e.g. ToA, RSRP) can be used indeed.
	RAN1#116 Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.



Observation 1: On how to handle the requirements for measurements and reported metrics/values, the current requirement metric (e.g. PRS RSRP) are completely dependent on the reporting with the physical layer reference signal measurements. However, for the direct AI/ML cases (e.g. case 1/2b/3b) in which there are not intermediate measurement results reported from UE but the direct location estimation, currently RAN4 had not any existing requirements reusable.

Also, during Re1l8 SI stage, the following conclusions on this issue are captured in the TR 38.843 [1]: 
	For the definition of AI/ML requirements, the following cases related to legacy performance should be considered: 
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities /measurements that are to be enhanced by AI/ML based methods.
· [bookmark: _Hlk149569778]Further study may be needed on what is baseline performance in conditions different to the requirement condition but within the expected range of operation.
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods.
· For the cases without the existing legacy performance
· New performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are carried out or are to be enhanced by AI/ML based methods



For Rel19 AI Pos study in RAN4, we believe the same principle shall be followed. For an example, in RAN1 the input model (e.g. type of RS) for AI Pos were under discussion. If RAN1 agreed the power measurement, time measurement be input to train/inference model, the existing requirements can be reused. Thus, we can propose that:
Proposal 4: Whether the existing measurement metric could be reused shall be discussed upon RAN1 case by case.

On the other hand, in RAN1 using sample based measurement or path based as the model inputs is still under discussion. 
	RAN1#116 Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.




If using the sample-based measurement as model input, from RAN4 perspective the existing requirements for Pos shall be revisited. For an instance, the margin due to quantization error maybe needed not since the AI training input can be assumed as error free. 
Proposal 5: If RAN1 using sample-based measurement as model input for AI Pos, the existing accuracy requirements shall be restudied (e.g. the margin for the quantization error could be different with that in Rel17)
Model monitoring 
In the last RAN4 meeting, how to handle the post deployment was discussed with the following agreements [3]
	Issue 1-2: Post deployment handling
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded




In principle we support Option 2 since the dynamically monitoring AI performance can guarantee UE positioning performance.  Option 1 only is not sufficient for AI Pos because the wireless realistic deployment scenarios must be quite diverse with the scenarios for model training. It is impossible to rely on the initial testing before the deployment only. But on the other hand, Option 1 is redundant if the AI monitoring procedure needed during AI positioning procedure. 
At same time, we noted that RAN1’s triggered batch of discussion on AI monitoring for positioning. One of important issues for AI monitoring is the necessary performance hypothesis which needs RAN4’s investigation.
Therefore, we can propose that:
Proposal 6: AI performance monitoring can be used for the post deployment verification directly. 
Proposal 7: RAN4 shall study the necessary and feasible performance hypothesis parameters upon RAN1’s agreement on AI positioning report metric.
Conclusion
This contribution provided some initial analysis on the testability for AI positioning in Rel19
Proposal 1: RAN4 should not define any requirements for case 1.
Proposal 2: RAN4 should define requirements for case 2a/2b.
Proposal 3: RAN4 should define requirements for case 3a/3b at least for accuracy requirements.

Observation 1: On how to handle the requirements for measurements and reported metrics/values, the current requirement metric (e.g. PRS RSRP) are completely dependent on the reporting with the physical layer reference signal measurements. However, for the direct AI/ML cases (e.g. case 1/2b/3b) in which there are not intermediate measurement results reported from UE but the direct location estimation, currently RAN4 had not any existing requirements reusable.
Proposal 4: Whether the existing measurement metric could be reused shall be discussed upon RAN1 case by case.

Proposal 5: If RAN1 using sample-based measurement as model input for AI Pos, the existing accuracy requirements shall be restudied (e.g. the margin for the quantization error could be different with that in Rel17).

Proposal 6: AI performance monitoring can be used for the post deployment verification directly. 
Proposal 7: RAN4 shall study the necessary and feasible performance hypothesis parameters upon RAN1’s agreement on AI positioning report metric.
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13 Measurement Performance Requirements for NR
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13.1  UL-RTOA

13.1.1  Report mapping

The reporting range of UL Relative Time of Arrival (UL-RTOA), as defined in Clause 5.2.2 of TS 38.215 [4], is
defined from -985024T. to +985024xT... The reporting resolution is uniform across the reporting range and is defined as
T = T.*2" where k is selected by gNB from the set {0, 1,2, 3,4, 5}

Teis defined in TS 38.211 [6]

LMF provides a recommended resolution parameter, timingReporting GranularityFactor [35). gNB sclects parameter k
based on timingReportingGranularityFactor [35] and informs the LMF.




