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1	Introduction
In this contribution, we discuss the following issues from last meetings,
· Issue 1: Metrics for monitoring of CSI compression/prediction
· Issue 2: Parameters in option 3 for 2-sided model
· Issue 3: Outline for specifying reference model
2	Discussion
2.1 Issue 1: Metrics for monitoring of CSI compression/prediction
	Issue 4-1: CSI Prediction Accuracy metrics
· Proposals
· Option 1: Prediction accuracy can be used as KPI/metric
· Option 2: Prediction accuracy cannot be used because the “correct” value is not available
· Option 3: Throughput should be the default metric, others should be discussed only if throughput is not feasible
· Option 4: Others
Agreement:
· Agree option 3 for inference only. TBD whether we use relative or absolute throughput.
· Monitoring will be discussed separately. 



In last meeting, throughput has been agreed as baseline metric for inference, but whether it could be used for monitoring remains FFS. A concern on using throughput for monitoring is that there may be many factors that would affect the throughout in practical networks, not just the AI/ML model itself. So it may not directly reflect the performance variance of AI/ML model.
Thus, we think the monitoring metrics should consider the feasibility in practical networks and be tightly related to AI/ML model itself. From this perspective, other candidate options, e.g., the applicable conditions associated with the specific AI/ML model, or the characteristics of training dataset used for a specific AI/ML model, could be considered for future discussion.
Proposal 1: Beside throughput, other candidate options (e.g., applicable condition, dataset characteristic and etc.) could be considered for discussion on monitoring metrics.
2.2 Issue 2: Parameters in option 3 for 2-sided model
In last meeting, a tentative table of parameters for option 3 had been proposed, shown in following table. The green part is what had been agreed, the yellow part is tentatively agreed and other parameters are under discussion.
	Category
	Parameter
	Description/Examples

	Model architecture parametersa
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, activation layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)



We have following thoughts on the table:
· To devise a model with comparable performance variance among different vendors, we think the yellow part, i.e., encoder-decoder interface, fixed point representation and format of input to encoder/output of decoder, and hyperparameters, could be agreed at least. 
· For better understanding, clarification is required for the description “Number of bits of latent message”. In RAN1 study, 3 types of CSI feedback overhead were proposed [1]. 
	(TR 38.843, 6.2.2)
The CSI feedback reduction is provided for three CSI feedback overhead ranges (CSI feedback overhead A, CSI feedback overhead B, CSI feedback overhead C), where for each CSI feedback overhead range of the benchmark, it is calculated as the gap between the CSI feedback overhead of benchmark and the CSI feedback overhead of AI/ML corresponding to the same mean UPT. The various CSI feedback overhead ranges are defined as:
	CSI feedback overhead A such that A ≤ β ˖80 bits
	CSI feedback overhead B such that β ˖100 bits ≤ B ≤ β ˖140 bits
	CSI feedback overhead C ≥ β ˖230 bits
	where, β = 1 for rank = 1 and β = 1.5 for rank > 1
Note:	companies report the exact CSI feedback overhead considered.
Note:	the CSI feedback overhead reduction and gain for mean/5%tile UPT are determined at the same payload size for benchmark scheme.
Note:	"Benchmark" means the type of Legacy CB used for comparison. "Quantization/dequantization method" includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc. "Input type" means the input of the CSI generation part. "Output type" means the output of the CSI reconstruction part.



Thus several questions are raised: 
Q1) “Number of bits of latent message” would be a specific value or a value range? 
Q2) Do we need specify multiple “Number of bits of latent message”? 
Q3) If yes for Q2, does a specific “Number of bits of latent message” couple with specific testing configurations and/or other parameters in the table? 
Discussion and decision is suggested on these questions to achieve a better understanding of this parameter. In our initial thinking, we could select several typical values (e.g., 100/150/200/250 bits) and specify testing assumptions (e.g., rank, Tx port, sub-band and etc.) associated with each specific value.
· The description of training dataset is not complete. We think explicit assumptions should be specified for building training dataset of option 3. The assumptions tightly relates to the targeting scenarios/configuration/conditions we want to test.
· Shall we define a single testing decoder or multiple decoders for CSI compression? 
· Limitation(s) on model complexity could be considered for option 3. Once the training dataset and model complexity is specified, we could derive reference model based on performance comparison. The details are described in section 2.3.

Proposal 2: Suggest to agree “Encoder-decoder interface”, “Fixed point representation”, “Format of input to encoder/output of decoder” and “Hyperparameters” in the table.
Proposal 3: Clarifications are required for “Number of bits of latent message”:
· Q1) “Number of bits of latent message” would be a specific value or a value range?
· Q2) Do we need specify multiple “Number of bits of latent message”?
· Q3) If yes for Q2, does a specific “Number of bits of latent message” couple with specific testing configurations and/or other parameters in the table?
Proposal 4: Explicit assumptions should be specified for building training dataset of option 3, according to targeting scenarios/configuration/conditions we want to test.
Proposal 5: Certain limitation(s) on model complexity could be considered for option 3.
Proposal 6: Suggest to discuss whether a single testing decoder or multiple decoders shall be defined for CSI compression.

2.3 Issue 3: Outline for specifying reference model
Identifying a set of critical parameters is just the first step of option 3, in next step, the whole group needs to summarize the models implemented by difference vendors and select an appropriate model as the reference model taking into account of factors such as comprehensive performance and complexity. We propose a general outline of following working procedure for option 3.
· Step 1: for fair comparison, we may need to specify a common dataset, e.g., by merging datasets from difference vendors, or selecting a common dataset for reference from Third Party platform.
· Step 2: Define evaluation methodology, especially the performance metrics and evaluate different models based on EVM.
· Step 3: Decide the model type and proper model structure (e.g., layer number, layer size) based on evaluation results.
· Step 4: Finalize detailed parameters of the model.
Proposal 7: Suggest to discuss the proposed outline of following working procedure for option 3.
· Step 1: for fair comparison, we may need to specify a common dataset, e.g., by merging datasets from difference vendors, or selecting a common dataset for reference from Third Party platform.
· Step 2: Define evaluation methodology, especially the performance metrics and evaluate different models based on EVM.
· Step 3: Decide the model type and proper model structure (e.g., layer number, layer size) based on evaluation results.
· Step 4: Finalize detailed parameters of the model.

Conclusion
In this contribution, testability and interoperability issues for CSI compression and CSI prediction are discussed with following proposals:
Proposal 1: Beside throughput, other candidate options (e.g., applicable condition, dataset characteristic and etc.) could be considered for discussion on monitoring metrics.

Proposal 2: Suggest to agree “Encoder-decoder interface”, “Fixed point representation”, “Format of input to encoder/output of decoder” and “Hyperparameters” in the table.

Proposal 3: Clarifications are required for “Number of bits of latent message”:
· Q1) “Number of bits of latent message” would be a specific value or a value range?
· Q2) Do we need specify multiple “Number of bits of latent message”?
· Q3) If yes for Q2, does a specific “Number of bits of latent message” couple with specific testing configurations and/or other parameters in the table?

Proposal 4: Explicit assumptions should be specified for building training dataset of option 3, according to targeting scenarios/configuration/conditions we want to test.

Proposal 5: Certain limitation(s) on model complexity could be considered for option 3.

Proposal 6: Suggest to discuss whether a single testing decoder or multiple decoders shall be defined for CSI compression.

Proposal 7: Suggest to discuss the proposed outline of following working procedure for option 3.
· Step 1: for fair comparison, we may need to specify a common dataset, e.g., by merging datasets from difference vendors, or selecting a reference dataset from Third Party platform.
· Step 2: Define evaluation methodology, especially the performance metrics and evaluate different models based on EVM.
· Step 3: Decide the model type and proper model structure (e.g., layer number, layer size) based on evaluation results.
· Step 4: Finalize detailed parameters of the model.
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