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Introduction
In RAN4#110 meeting, RAN4 started the discussion on Rel-19 AI/ML for NR air interface and agreements are captured in [1]. There are still some issues related to testability and interoperability for CSI compression and prediction that need to be further discussed. In this paper, we will present our views on the following issues: 
-	Issue 4-1: CSI Prediction Accuracy metrics
-	Issue 4-3: Option 3 for 2-sided model
Note: The issue numbers are consistent with that in the summary of RAN4#110 meeting [2]. 
Discussion
Issue 4-1: CSI Prediction Accuracy metrics
In lasting meeting, RAN4 made a conclusion on the CSI prediction accuracy metrics shown below: 
	Issue 4-1: CSI Prediction Accuracy metrics
· Proposals
· Option 1: Prediction accuracy can be used as KPI/metric
· Option 2: Prediction accuracy cannot be used because the “correct” value is not available
· Option 3: Throughput should be the default metric, others should be discussed only if throughput is not feasible
· Option 4: Others
Agreement:
· Agree option 3 for inference only. TBD whether we use relative or absolute throughput.
· Monitoring will be discussed separately. 


At current stage, both absolute accuracy and relative accuracy are agreed to be the metrics for inference. We would like to further discuss how they could be used in the tests. 
For absolute throughput, RAN4 need to define a specific value/threshold for the throughput for test cases/scenarios. The UE is confirmed to pass the tests when the absolute throughput derived based on the inferred CSI is higher than the specified threshold. 
For relative throughput, RAN4 defined some performance requirements where relative throughput is used, e.g., CSI reporting requirements (38.101-4 Clause 6.3 [3], etc.) where the baseline is the throughput derived from the random PMI. However, in AI/ML context, it is not proper to use random PMI as baseline. Therefore RAN4 need to determine the baseline first. In our opinion, the throughput derived by non-AI/ML method can be the baseline. 
Observation 1: RAN4 need to define a specific value/threshold if absolute throughput is adopted. 
Observation 2: RAN4 need to define a baseline if absolute throughput is adopted, and the existing baseline is derived based on random PMI. 
Proposal 1: RAN4 to clarify the baseline first before deciding which type of throughput is adopted in AI/ML tests. The throughput derived based on the non-AI/ML method can be the baseline. 
Issue 4-3: Option 3 for 2-sided model
Regarding the standardization of test decoder, RAN4 made a big step forward in the last meeting. Option1 and Option2 were dropped and some candidate parameters that need to be considered for evaluations are agreed. The parameters are shown in the table below: 
	Category
	Parameter
	Description/Examples

	Model architecture parametersa
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, activation layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)

	
	Hyper parameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)


Based on the discussions during the last meeting, the green-highlighted parameters should be considered with a highest priority. In our understanding, the priority among these green-highlighted parameters needs to be further discussed. Based on the RAN1 simulations in Rel-18 SI, different model types were adopted for different use cases, e.g., transformer is adopted by most of companies for CSI compression while LSTM is for CSI prediction. And obviously the model structures can be completely different for different model types. 
Observation 3: Different model types are adopted by RAN1 for different use case simulations. And the model structures can be completely different for different model types. 
Therefore, the model type is the first priority among these parameters. And in CSI compression context where 2-sided model is used, a simple transformer structure can be the starting point. In R4-2401612, Vivo illustrates a pair of transformer models for encoder and decoder respectively in Figure 2.4-3 and 2.4-4 based on which RAN4 can start the detailed work [4]. 
Proposal 2: RAN4 decide model type case by case and then discuss other model parameters. The transformer models illustrated in Figure 2.4-3 and 2.4-4 in R4-2401612 can be a starting point for CSI compression. 
After model type is specified, we think the following parameters should be decided next: 
-	1st priority: Model depth / layer size / Layer type / training datasets / loss function, etc. 
-	2nd priority: Training procedure / quantization method for the encoder output, etc. 
-	3rd priority: Depends on the evaluations. 
Proposal 3: The following parameters should be decided after the model type is determined: 
-	1st priority: Model depth / layer size / Layer type / training datasets / loss function, etc. 
-	2nd priority: Training procedure / quantization method for the encoder output, etc. 
-	3rd priority: Depends on the evaluations. 
Before companies start evaluations/simulations, we think there should be some constraint conditions for the test models being evaluated, for example, the maximum memory required, model complexity (e.g., in FLOPs) and evaluation metrics. Interested companies can provide the reasonable and necessary candidate options for constraint conditions. 
Proposal 4: Constraint conditions should be defined for the test decoder being evaluated after model type is decided. The possible constraint conditions are as follows and companies can provide more candidate options: 
-	The maximum memory (e.g., number of parameters);
-	The maximum model complexity (e.g., in FLOPs);
-	Evaluation metrics (absolute / relative throughput, etc.)
-	Other constraint conditions. 
Then evaluations / simulations can be implemented to decide other details of the test decoder which meet the constraint conditions. Moreover, it is impossible to obtain totally same models trained by different companies even if RAN4 build some common understandings. So the final step, in our understanding, is to select one trained model among the models provided by all companies based on some criteria which can be FFS. 
Proposal 5: After evaluations, select one trained model among the models provided by all companies based on some criteria which can be FFS. This selected model will be fully specified in RAN4 spec. 
Conclusions
This paper discussed some issues related to AI/ML for CSI compression and CSI prediction, and following proposals are provided:
Observation 1: RAN4 need to define a specific value/threshold if absolute throughput is adopted. 
Observation 2: RAN4 need to define a baseline if absolute throughput is adopted, and the existing baseline is derived based on random PMI. 
Proposal 1: RAN4 to clarify the baseline first before deciding which type of throughput is adopted in AI/ML tests. The throughput derived based on the non-AI/ML method can be the baseline. 
Observation 3: Different model types are adopted by RAN1 for different use case simulations. And the model structures can be completely different for different model types. 
Proposal 2: RAN4 decide model type case by case and then discuss other model parameters. The transformer models illustrated in Figure 2.4-3 and 2.4-4 in R4-2401612 can be a starting point for CSI compression. 
Proposal 3: The following parameters should be decided after the model type is determined: 
-	1st priority: Model depth / layer size / Layer type / training datasets / loss function, etc. 
-	2nd priority: Training procedure / quantization method for the encoder output, etc. 
-	3rd priority: Depends on the evaluations. 
Proposal 4: Constraint conditions should be defined for the test decoder being evaluated after model type is decided. The possible constraint conditions are as follows and companies can provide more candidate options: 
-	The maximum memory (e.g., number of parameters);
-	The maximum model complexity (e.g., in FLOPs);
-	Evaluation metrics (absolute / relative throughput, etc.)
-	Other constraint conditions. 
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