3GPP RAN WG4 Meeting #110bis	R4-2404426
Changsha, CN, April 15 – April 19, 2024

Title: 	Discussion on general aspects for AIML for NR air
Source: 	CATT
Agenda item:	9.11.1
[bookmark: DocumentFor]Document for:	Discussion
Introduction
In RAN4#110 meeting, RAN4 started the discussion on Rel-19 AI/ML for NR air interface and agreements are captured in [1]. There are still some general issues that need to be further studied and discussed. In this paper, we will present our views on those open issues: 
-	Issue 1-3: Latency requirements
-	Issue 1-2: Post deployment handling
[bookmark: _GoBack]Note: The issue numbers are consistent with that in the summary of RAN4#110 meeting [2]. 
Discussion
Issue 1-3: Latency requirements
In RAN4#110 meeting, some options related to latency requirements were proposed and no agreements were achieved. Since the latency requirements are defined for many procedures, we think RAN4 should identify those procedures for which the latency requirements need to be defined first, and then discuss the details of how to define them and whether the existing requirements can be reused or not. For example, the following procedures can be the starting point for the latency requirement discussion in a one by one manner. 
-	Data collections between different entities; 
-	Model/functionality activation/deactivation/switch/selection/fallback/inference; 
-	Model update / parameters transfer; 
-	Model transfer / model delivery (if supported); 
-	Other procedures. 
However, since most of procedures depend on the indication/reporting signalling and mechanism designs which are not completely defined by RAN1/2 yet resulting in difficulties of determining the starting point and end point, the details of latency requirements can be discussed when there is enough progress. 
Proposal 1: RAN4 identify the procedures for which the latency requirements need to be defined. The following list can be a starting point: 
-	Data collections between different entities; 
-	Model/functionality activation/deactivation/switch/selection/fallback/inference (signalling based); 
-	Model update / parameters transfer; 
-	Model transfer / model delivery (if supported); 
-	Other procedures. 
Proposal 2: The details of latency requirement for each procedure should be discussed one by one after RAN1/2 makes enough progress on indication/reporting signalling and mechanism designs which help determine the starting point and end point. 
Issue 1-2: Post deployment handling
Regarding the post deployment, RAN4 have some agreements in the last meeting shown below: 
	Issue 1-2: Post deployment handling
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded


Two options are listed for further discussion. Option 1 proposes that performance need to be validated after all model updates and/or detected drift, which, in our understanding, is not feasible and affordable. The first problem is how to define model updates. Based on RAN1 discussions, the model/functionality is able to be updated/fine-tuned/online trained after deployment. Whether all these changes to model/functionality can be regarded as model updates is not discussed yet. Besides, if the performance of the models updated by these changes need to be validated by the conformance tests, it will cause lots of workloads/expenses to the vendors. Furthermore, frequent conformance tests limit the application of AI/ML capability in telecommunications. 
Hence, in our opinion, there is no need to implement the conformance tests again once the AI/ML model/functionality is deployed. The performance of the updated models should be guaranteed by the vendors and the corresponding LCM procedures for which RAN4 will design some test cases to ensure the minimum performance of the deployed AI/ML model/ functionality. 
Proposal 3: It is not feasible to validate the performance of AI/ML model/functionality impacted by all updates before they are deployed, considering the workload, expense, impacts on application of AI/ML capability. 
Proposal 4: Post deployment performance shall be guaranteed by the vendors and LCM procedures. Meanwhile, RAN4 will design some test cases for LCM procedures to ensure the minimum performance of the deployed AI/ML model/ functionality, which can be discussed in details in performance part.
Conclusions
This paper discussed some general issues related to AI/ML for NR air interface, and following proposals are provided:
Proposal 1: RAN4 identify the procedures for which the latency requirements need to be defined. The following list can be a starting point: 
-	Data collections between different entities; 
-	Model/functionality activation/deactivation/switch/selection/fallback/inference (signalling based); 
-	Model update / parameters transfer; 
-	Model transfer / model delivery (if supported); 
-	Other procedures. 
Proposal 2: The details of latency requirement for each procedure should be discussed one by one after RAN1/2 makes enough progress on indication/reporting signalling and mechanism designs which help determine the starting point and end point.
Proposal 3: It is not feasible to validate the performance of AI/ML model/functionality impacted by all updates before they are deployed, considering the workload, expense, impacts on application of AI/ML capability. 
Proposal 4: Post deployment performance shall be guaranteed by the vendors and LCM procedures. Meanwhile, RAN4 will design some test cases for LCM procedures to ensure the minimum performance of the deployed AI/ML model/ functionality, which can be discussed in details in performance part.
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