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1. BACKGROUND
During RAN Plenary #102, a WI on AIML for physical layer has been approved. The WI scope includes beam prediction and positioning, while Two-sided CSI prediction will continue as a study with a checkpoint in September RAN Plenary.
In the last meeting, RAN4 continued the discussions on AIML as this subject has many implications on RAN4 future work and approach. A WF [1] has been approved and sets the ground for future discussions. 

2. DISCUSSION
In this contribution, we share our analysis on some of the general aspects of AIML.

2.1 [bookmark: _Hlk68019238]Post deployment model update
In the last meeting a couple of options have been agreed for further investigation for the post deployment procedures, as follows:
	Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded


In our understanding, the above options may better translate by having a more detailed description. For example:
· Option 1 (model testing for conformance to minimal performance requirement) is necessary for any AI/ML function that is either mandatory for a given feature (i.e., cannot be disabled) OR does not have a non-AI/ML fallback option.
· Option 2 (testing conformance of performance monitoring) requires that there is at least one fallback option e.g., either a pre-deployment tested model (with option 1) OR there is a non-AI/ML fallback option if the functionality is mandatory for a given feature.
· Model ID is required when, for a given function, a terminal may support or acquire multiple AI/ML models, irrespective of whether the model is pre-deployment tested (Option 1) OR is subject to performance monitoring (Option 2). 
· Necessary to enable NW control of model switching, transfer or update.
· If functionality identification only is supported, Option 2 may only support activation and deactivation of AI/ML-based functionality.
In our opinion, Option 1 may be difficult to implement and certify in the field for the case of a model without a fallback option. For models with defined fallback, Option 1 is difficult to implement mostly due to logistic issues, while model updates cannot be precluded, nor the number of updates can be predicted. We believe that a better solution would be to ensure a good performance monitoring and fallback procedures without excluding pre-deployment testing, and clearly defining fallback or non-fallback support for models. However, for the fallback capable models, this implies that a model identification is possible, and that baseline performance is clearly assumed to be part of current UE minimum performance requirements.
Observation 1: Model identification is required with Option 2 with pre-deployment tested model. The indication of an active model is important for a monitoring function.
Observation 2: A fallback model or the baseline that is tested pre-deployment, that meets minimum performance requirement is always required by Option2.
Observation 3: A fallback can be either fulfilled by one model meeting conformance using Option 1, by a non-AI/ML option or simply disabling the function (if applicable).
Moreover, we believe that the LCM function shall be able to perform the monitoring and model identification, thus the AIML model management.
Proposal 1: Support Option 2 with mandatory fallback with pre-deployment conformance certification.
Proposal 2: Model monitoring function with Option 2 support model update/switching/transfer under gNB control.

2.2 TESTABILITY AND INTEROPERABILITY ISSUES FOR BEAM MANAGEMENT
For this sub-topic, in the last meeting several directions for study have been established as follows:

	Issue 2-1: Metrics/KPIs for Beam prediction requirements/tests
Companies to bring further proposals on how to study the impact of measurement accuracy on prediction accuracy.
Issue 2-2: Measurement accuracy 
Companies to bring further proposals on how to study the impact of measurement accuracy on prediction accuracy.
Issue 2-3: Test setup feasibility for FR12
Companies are invited to provide further analysis on what the test setup should enable in terms of test environment



One of the issues that was discussed under this sub-topic was the measurements accuracy. We believe that this issue has implications for data collection as well. The current measurement accuracy requirements are defined under specific side conditions. The Ȇ/Iot level at the UE baseband require a calibration of the SSB related parameters for example.

Observation 4: The RSRP accuracy requirements are dependent on a minimum Ȇ/Iot level as a side condition.

It was proposed to tighten the RSRP measurements accuracy. But, in real deployments this cannot be a guaranteed answer as the side conditions at the baseband level may be different. Also, the baseline performance requirements are considered for the fallback case. Moreover, the legacy requirements stand as the network deployment basis.
Thus, we believe that tightening the RSRP measurement requirements is not a solution. However, one way forward can be to consider a UE qualification of the reported measurements, including those for data collection. 
 
Proposal 3: The RSRP requirements for baseline test cases to be maintained for beam prediction and data collection.

2.3 MODEL MONITORING AND REPORTING
In our opinion, the model monitoring and reporting are important aspects of AIML functionalities. These aspects need to account for several factors:
· The prediction accuracy
· Complexity
· Model Applicability
Prediction accuracy can be corelated to measurements accuracy. The measurement accuracy for example can be assessed against the SINR of the UE environment, and thus a certain expectation of the AIML predictions. 
Observation 5: The AIML predictions accuracy can be corelated with UE measurement accuracy side conditions.
The model complexity and computing power trade-offs are important factors. In our opinion, the AIML models should be active when these functionalities bring benefits or gains for the UE and/or network. That means, the complexity of model implies activation/deactivation capabilities that may be linked to certain factors like deployments, network load, mobility issues etc. 
  Observation 6: AIML models should be tested for conditions for which they are applicable in field network deployments.
In conclusion, we believe that model monitoring and reporting is an important aspect and RAN4 should develop specific testing requirements in this area.
Proposal 4: RAN4 agree to develop testing requirements for AIML monitoring and reporting functions.
Proposal 5: Testing requirements for AIML models (option 1 or option 2) are based on a model’s applicability conditions for the deployments in field networks.

3. CONCLUSIONS
This contribution discussed a few general aspects of AIML in RAN4 context. Based on the discussion, the following observations and proposals are made:

Observation 1: Model identification is required with Option 2 with pre-deployment tested model. The indication of an active model is important for a monitoring function.
Observation 2: A fallback model or the baseline that is tested pre-deployment, meets minimum performance requirement is always required by Option2.
Moreover, we believe that the LCM function shall be able to perform the monitoring and model identification, thus the AIML model management.
Observation 3: A fallback can be either fulfilled by one model meeting conformance using Option 1, by a non-AI/ML option or simply disabling the function (if applicable).
Observation 4: The RSRP accuracy requirements are dependent on a minimum Ȇ/Iot level as a side condition.

Observation 5: The AIML predictions accuracy can be corelated with UE measurement accuracy side conditions.
Observation 6: AIML models should be tested for conditions for which they are applicable in field network deployments.
Proposal 1: Support Option 2 with mandatory fallback with pre-deployment conformance certification.
Proposal 2: Model monitoring function with Option 2 support model update/switching/transfer under gNB control.
Proposal 3: The RSRP requirements for baseline test cases to be maintained for beam prediction and data collection.

Proposal 4: RAN4 agree to develop testing requirements for AIML monitoring and reporting functions.

Proposal 5: Testing requirements for AIML models (option 1 or option 2) are based on a model’s applicability conditions for the deployments in field networks.
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