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1. Introduction
In RAN4#110, it was agreed that RAN4 will only continue to discuss the fully and partially specified test decoder due to confidentiality issues with the other options [1]. This leaves options 3 and 4 from the original list:
· Option 1: DUT provides test decoder
· Option 2: Test decoder not from DUT or spec
· Option 3: Full test decoder specification in standard
· Option 4: Partially specified test decoder

With this, a one-to-many relationship will likely be adopted where many UE encoders are tested against each TE vendor implementation of a standardized test decoder. This contribution provides some views on the training collaboration types to be considered for testing two-sided AIML features (e.g. CSI compression) in RAN4.
2. Training Collaboration
It was noted during RAN4#110 during the discussion on option 3 model parameters that we may need to consider restricting the training collaboration type [2]. The three collaboration types from TR 38843 [3] are as follows:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided
· Type 2: Joint training of the two-sided model at network side and UE side, respectively
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the NW-side CSI reconstruction part are trained by UE side and network side, respectively
One of the key differences between Type 1 and the other two types is the ability to keep the model proprietary. For Type 1, this is not possible. Given the decision in RAN4#110 to only proceed with a fully or partially specified test decoder due to confidentiality concerns, this should by default limit consideration to Type 2 or 3 for RAN4 tests.

Observation 1: Type 1 training collaboration does not permit model confidentiality and should therefore not be considered for RAN4 tests.

For type 2 collaboration, the network and UE sides must be trained jointly (in the same loop for forward propagation and backward propagation) in either a simultaneous or sequential manner. Whilst this collaboration approach avoids the need for model exchange and thus ensures confidentiality can be maintained, the training complexity needs to be considered. Joint training of every UE vendor encoder to TE vendor test decoder implementation in each test house would considerably slow down testing and not scale.

Observation 2: Type 2 simultaneous training would considerably slow down testing and not scale.

In type 3 collaboration, the network and UE / DUT models are trained sequentially, but separately, relying upon dataset exchange. The following extract from TR 38843 describes the procedure for NW-first training:
1. NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
2. After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Companies to report Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable. Also report the Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization
3. UE side trains the UE side CSI generation part based on the received set of information
Training the NW / TE side first would allow each TE vendor to then share a set of information (e.g. dataset) for all UE / DUT vendors to use for training their encoder models (UE side CSI generation part) ready for testing.

Observation 3: Type 3 collaboration with NW / TE side first training would allow each TE vendor to then share a set of information (e.g. dataset) for all UE / DUT vendors to use for training their encoder models (UE side CSI generation part) ready for testing.

Between type 2 and type 3, another aspect that needs to be considered is the performance loss relative to 1-on-1 joint training. A summary of the findings from TR 38843 are shown in Table 1.

[bookmark: _Ref162452229]Table 1. Performance Loss Comparison for Type 2 and Type 3 Collaboration

	Training Collaboration Type
	Performance Loss relative to 1-on-1 joint training

	Type 2 – 1 UE part model to M>1 NW part models1
	· 2 sources observe minor degradation of -0%~-0.8% or positive gain
· 1 source observe moderate degradation of -1.4%~-4.2%

	Type 3 – NW first training of 1 UE part model to N>1 NW part models
	· 6 sources observe minor loss of -0%~-1.6% compared to the 1-on-1 joint training
· 3 sources observe moderate loss of -1.9%~-6.64% compared to the 1-on-1 joint training
· 5 sources observe significant loss of -37.9%~-87% compared to the 1-on-1 joint training2

	Note 1: 1 source adopts simultaneous training.
Note 2: As opposed to companies which observe significant loss, the minor loss observed by other companies may due to the fact that special handling (e.g., adaptation layer) is performed to pair with N>1 NW part models during the training at the UE side.



For type 2 collaboration with training of 1 UE part model to M>1 NW part models, the observed range of performance loss relative to 1-on-1 joint training is from positive gain to 4.2%, and only one of the sources adopted simultaneous rather than sequential joint training. For type 3 collaboration, approximately two thirds of the sources observed performance loss in the range of 0%~-6.64%, whilst the remaining one third of sources observed more significant losses in the range of 37.9%~-87%. It is noted that the more minor loss observed by most companies for type 3 may be due to the fact that special handling (e.g., an adaptation layer) is employed to pair the N>1 NW part models during the training at the UE side. Thus, whilst the results from TR 38843 show a reduced level of performance loss for type 2 collaboration when compared to some of the type 3 sources, it is clearly feasible to obtain more minor levels of loss for type 3 with the right handling.

Observation 4: The performance loss for type 4 training collaboration relative to 1-on-1 joint training can be similar to that of type 2 with the right special handling (e.g. an adaptation layer).

In summary, considering the comparisons made above for test complexity, scalability, and performance loss, it is proposed that a type 3 training collaboration approach is adopted by RAN4 that considers special handling (e.g. an adaptation layer) to minimise performance variations between TE vendors.

Proposal 1: Adopt a type 3 training collaboration approach for RAN4 testing and consider special handling (e.g. an adaptation layer) to minimise performance variations between TE vendors.
3. Conclusion
Observation 1: Type 1 training collaboration does not permit model confidentiality and should therefore not be considered for RAN4 tests.

Observation 2: Type 2 simultaneous training would considerably slow down testing and not scale.

Observation 3: Type 3 collaboration with NW / TE side first training would allow each TE vendor to then share a set of information (e.g. dataset) for all UE / DUT vendors to use for training their encoder models (UE side CSI generation part) ready for testing.

Observation 4: The performance loss for type 4 training collaboration relative to 1-on-1 joint training can be similar to that of type 2 with the right special handling (e.g. an adaptation layer).

Proposal 1: Adopt a type 3 training collaboration approach for RAN4 testing and consider special handling (e.g. an adaptation layer) to minimise performance variations between TE vendors.
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