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1 Introduction
[bookmark: OLE_LINK61][bookmark: OLE_LINK63]In this contribution, we provide our view on the interoperability and testability aspects for AI/ML for NR air interface for CSI compression.  
2 [bookmark: _Hlk92380727]Discussion
[bookmark: OLE_LINK47]RAN4 discussed the testability for AI/ML-enabled CSI compression and there are four options regarding test decoder in TR38.843:
-	Option 1: DUT provides the decoder
-	Option 2: Infra vendor provides the decoder
[bookmark: OLE_LINK37]-	Option 3: Full decoder specification in standard
-	Option 4: TE vendor provides the decoder
In RAN4#110, RAN4 agreed to preclude the first two options and further discuss only options 3 and 4 [1], which limits possible variations of models for test encoder/decoder via fully or partially standardization.
	Issue 4-2: Testing options for 2-sided model
[bookmark: OLE_LINK9]RAN4 to further discuss only options 3 and 4


[bookmark: OLE_LINK20][bookmark: OLE_LINK8][bookmark: OLE_LINK48]For option 3, it is to fully specify the test decoder in RAN4 specification. However, it is not clear what is the meaning for “fully specify”. There are two possibilities:
· [bookmark: OLE_LINK45]Option 1: Fully specify the weights/bias for each neuron in a neutral network.
· [bookmark: OLE_LINK46]Option 2: Specify model architecture and training related parameters.
[bookmark: OLE_LINK50][bookmark: OLE_LINK51]For Option 1, we believe it is difficult to fully specify the weights/bias in the RAN4 specification for each neuron in a neutral network. As for Option 2, RAN4 needs to consider detail parameters for achieving same/similar performance when implementing test decoder with Option 3. We think training data and hyperparameters should be taken into consideration as they may influence the performance. 
[bookmark: OLE_LINK54]Proposal 1: RAN4 should clarify what is the meaning of “fully specify” for test decoder Option 3. 
· Option 1: Fully specify the weights/bias for each neuron in a neutral network.
· Option 2: Specify model architecture and training related parameters.
[bookmark: OLE_LINK55][bookmark: OLE_LINK5]Proposal 2: When discussing parameters to describe test decoder Option 3, training data and hyperparameters should be taken into consideration as they may influence the performance.
[bookmark: OLE_LINK13][bookmark: OLE_LINK52][bookmark: OLE_LINK4][bookmark: OLE_LINK16][bookmark: OLE_LINK17][bookmark: OLE_LINK18][bookmark: OLE_LINK29]It is noted that AI/ML-enabled CSI compression is a two-sided model case, and expected to involve huge efforts for both sides, i.e., UE vendors (encoder) as well as infra vendors (decoder), to ensure interoperability between different UE and infra vendors. One way to reduce the complexity of interoperability is to limit possible variations of models of either encoder or decoder (or both) via (partial) standardization. Therefore, in RAN1#116, RAN1 agreed to study the inter-vendor training collaboration in five options with different level of standardization.
	Agreement
[bookmark: OLE_LINK23][bookmark: OLE_LINK14]To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· [bookmark: OLE_LINK3][bookmark: OLE_LINK26]Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· [bookmark: OLE_LINK83]Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.


[bookmark: OLE_LINK56][bookmark: OLE_LINK24][bookmark: OLE_LINK25]Observation 1: RAN1 is now also discussing standardize model/dataset/dataset format to resolve the inter-vendor interoperability issue.
We see the commonality of RAN1 discussion on interoperability for the two-sided CSI compression use case and the RAN4 discussion on testability. As RAN1 is now studying how/whether to standardize model/dataset/dataset format, RAN4 can wait for the decision in RAN1. RAN4 can base on what is standardized in RAN1 to design the test encoder/decoder. This can save RAN4 time and effort as well as avoid different conclusions between RAN1 and RAN4. E.g., if a fully standardized reference model (structure + parameters) is captured in RAN1 specification, RAN4 can use that to define the test encoder/decoder. 
[bookmark: OLE_LINK57]Proposal 3: Postpone the discussion for the Option 3 and 4 and wait for RAN1’s conclusion on inter-vendor interoperability issue.
3 Conclusion
In this contribution, we provide our views about test decoder in two-sided AI/ML-enabled CSI compression model. Observations and proposals are summarized as below.
Proposal 1: RAN4 should clarify what is the meaning of “fully specify” for test decoder Option 3. 
· Option 1: Fully specify the weights/bias for each neuron in a neutral network.
· Option 2: Specify model architecture and training related parameters.
Proposal 2: When discussing parameters to describe test decoder Option 3, training data and hyperparameters should be taken into consideration as they may influence the performance.
Observation 1: RAN1 is now also discussing standardize model/dataset/dataset format to resolve the inter-vendor interoperability issue.
Proposal 3: Postpone the discussion for the Option 3 and 4 and wait for RAN1’s conclusion on inter-vendor interoperability issue.
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