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[bookmark: _Toc116995841]Introduction
From the previous RAN4# 110 meeting the following issues were raised regarding TDCP (Time Domain Channel Properties) RRM requirements and below is Nokia’s view. 

[bookmark: _Toc116995842]TDCP RRM requirements discussion
In the last RAN4 meeting the following options we discussed regarding TDCP RRM requirements
	Issue 3-1-3: Design for the test case of TDCP
< Agreement>: 
· Test metric: 
· Step 1: Determine the configuration (e.g., SNR, doppler spread) for the test.
· Step 2: for the configuration agreed in step 1, determine the TDCP accuracy range (i.e., TDCP accuracy value X1 to X2) from the simulation results from different companies.
· Step 3: Define the test case for the configurations agreed in step 1 and the TDCP value UE should report to pass the test is determined from the range of values determined in step 2 (i.e., X1 to X2). [For the repeated tests UE should pass the test at least [Y2] % of the times. Y2 can be FFS.]
· The text in [] is the baseline, and other proposal is not precluded.
· Test Parameters:
· Channel model: fading channel
· As baseline, TDL-A30
· Pick one value from SNR = 10dB, 15dB, 20dB
· The distance between two TRSs: 1 slot as baseline, further discuss on 10 slots



From our previous meeting results we saw that the case with 10 slots distance between two TRSs showed better differentiation in TDCP reports with low and high Doppler in comparison to the case of a lag of 1 slot. Therefore, we strongly recommend to include the test case with 10 slots distance between two TRSs.
[bookmark: _Toc163502204]10 slots lag between two TRSs showed better differentiation in TDCP reports with low and high Doppler in comparison to the case of a lag of 1 slot between two TRSs.
[bookmark: _Toc163249043][bookmark: _Toc163249089][bookmark: _Toc163249434][bookmark: _Toc163249477][bookmark: _Toc163249518][bookmark: _Toc163250039][bookmark: _Toc163502205]Include test case with 10 slots distance between two TRSs. 
To harmonize and get fair values of X1 and X2, we can consider results of all companies and define these values as suggested in our proposals below. The X1 value can be defined as quantized minimum value among the 5th percentile among all companies -1 results. While, the X2 value is calculated as quantized maximum value among the 95th percentile among all companies +1 results. In table 1 below, we show the X1 and X2 values obtained using only Nokia’s results (attached in Appendix A) for the 1 slot, 1 sample case and the 10 slots, 4 samples case. 
Table 1: X1 and X2 values using 5th and 95th percentiles.
	1 slot, 1 sample, 5th and 95th percentile
	
	10 slot, 4 samples, 5th and 95th percentile

	Doppler
	SNR
	Quantized
	Distance between X2 and X1
	
	Doppler
	SNR
	Quantized
	Distance between X2 and X1

	
	
	X2
	X1
	
	
	 
	 
	X2
	X1
	

	10
	5
	8
	15
	7
	
	10
	5
	9
	15
	6

	
	10
	5
	14
	9
	
	
	10
	6
	14
	8

	
	15
	2
	11
	9
	
	
	15
	2
	12
	10

	
	20
	0
	8
	8
	
	
	20
	0
	9
	9

	30
	5
	8
	15
	7
	
	30
	5
	10
	15
	5

	
	10
	5
	14
	9
	
	
	10
	7
	14
	7

	
	15
	2
	11
	9
	
	
	15
	5
	12
	7

	
	20
	0
	9
	9
	
	
	20
	4
	12
	8

	75
	5
	8
	15
	7
	
	75
	5
	12
	15
	3

	
	10
	5
	14
	9
	
	
	10
	10
	15
	5

	
	15
	2
	12
	10
	
	
	15
	10
	15
	5

	
	20
	0
	9
	9
	
	
	20
	9
	15
	6

	100
	5
	8
	15
	7
	
	100
	5
	12
	15
	3

	
	10
	5
	14
	9
	
	
	10
	11
	15
	4

	
	15
	2
	12
	10
	
	
	15
	10
	15
	5

	
	20
	0
	9
	9
	
	
	20
	10
	15
	5

	200
	5
	8
	15
	7
	
	200
	5
	13
	15
	2

	
	10
	5
	14
	9
	
	
	10
	12
	15
	3

	
	15
	2
	13
	11
	
	
	15
	11
	15
	4

	
	20
	0
	11
	11
	
	
	20
	11
	15
	4

	300
	5
	8
	15
	7
	
	300
	5
	13
	15
	2

	
	10
	6
	15
	9
	
	
	10
	12
	15
	3

	
	15
	3
	13
	10
	
	
	15
	12
	15
	3

	
	20
	1
	13
	12
	
	
	20
	12
	15
	3


 
[bookmark: _Toc163502206]X1 is defined as quantized minimum value among the 5th percentile among all companies -1
[bookmark: _Toc163502207]X2 is calculated as quantized maximum value among the 95th percentile among all companies +1
[bookmark: _Toc163502208]Y2 is 10% of the samples.
[bookmark: _Toc163502209]A test is considered feasible, if X2-X1< 8 quantization levels





	Issue 3-1-4: TDCP Measurement Report Mapping – amplitude
< Agreement>: 
Define TDCP mapping table of amplitude in section 10 of RRM spec. 
· Option 1: 
	
	TDCP Range

	0
	0.9945< TDCP <=1

	1
	0.9922< TDCP <=0.9945

	2
	0.9890< TDCP <=0.9922

	3
	0.9844< TDCP <=0.9890

	…
	…

	12
	0.6464< TDCP <=0.75

	13
	0.5< TDCP <=0.6464

	14
	0.2929< TDCP <=0.5

	15
	0≤ TDCP <=0.2929


 
· Option 2: 
· use the RAN1 points as the middle (but not the centre due to non-uniform) of each range as
	Estimated TDCP value
	Report index

	0.9953≤Estimated TDCP≤1 
	0

	0.99335<Estimated TDCP<0.9953
	1

	…
	…

	0≤Estimated TDCP<0.39645
	15


 
· Other options are not precluded



 
Issue 3-1-5: TDCP Measurement Report Mapping - phase
< Agreement>: 
Define TDCP mapping table of phase in section 10 of RRM spec. 
· Option 1: 
· For mapping table of TDCP phase reporting, the 16 points divided [0 2pi] to 16 segments. the mapping table can use  as the boundary of each range.
· Option 2: 
· the RAN1 points are in the middle of each range
· Other options are not precluded



It was proposed in RAN4 to define measurement reporting table which uses specified by RAN1 normalized amplitude quantization levels as decision (quantization) boundaries. The shortcoming of this approach is that either highest or lowest level will be ignored as to distinguish 16 reporting levels, there should be 15 boundaries. Without the highest level  being used in defining the quantization boundaries, the values that are arbitrarily close to level   from right will be reported as the highest possible level.
As two alternatives we are proposing to define 15 decision (quantization) boundaries in between 16 quantization levels defined by quantization alphabet, which is a standard way of quantization.

a) Boundaries can be defined as average values between each neighboring pair of quantization alphabet values:
;
;
;
...
;
;
 
b) Boundaries can be defined as logarithmic averages between each neighboring pair of quantization alphabet values, utilizing the same principle that was used to create the quantization alphabet:
 , where ;
 The decision rules can be defined as follows:







[bookmark: _Toc163502210]The normalized amplitude quantization levels as decision (quantization) boundaries approach has the shortcoming that either the highest or lowest level will be ignored since there should be 15 boundaries to distinguish 16 reporting levels.
Two alternatives we are proposing to define 15 decision (quantization) boundaries in between 16 quantization levels defined by quantization alphabet: (a) Boundaries can be defined as average values between each neighboring pair of quantization alphabet values. (b) Boundaries can be defined as logarithmic averages between each neighboring pair of quantization alphabet values
[bookmark: _Toc163502211]The quantization of TDCP magnitude can be done either as average values or logarithmic averages between neighboring quantization alphabet values.
[bookmark: _Toc163502212][bookmark: _Toc163249052][bookmark: _Toc163249098][bookmark: _Toc163249443][bookmark: _Toc163249486][bookmark: _Toc163249527][bookmark: _Toc163250048]In issue 3-1-4 agree on Option 2. 
For phase average between neighboring levels is also the best option for TDCP phase boundaries:

Levels:   - blue lines                                                                                     
Boundaries: - red dashed lines  
[image: A screenshot of a graph
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The decision rules can be defined as follows:







 


[bookmark: _Toc163502213]Define TDCP phase boundaries by using phase average between neighboring levels.

[bookmark: _Toc163502214][bookmark: _Toc163249056][bookmark: _Toc163249102][bookmark: _Toc163249447][bookmark: _Toc163249490][bookmark: _Toc163249531][bookmark: _Toc163250052][bookmark: _Toc163249057][bookmark: _Toc163249103][bookmark: _Toc163249448][bookmark: _Toc163249491][bookmark: _Toc163249532][bookmark: _Toc163250053][bookmark: _Toc163249058][bookmark: _Toc163249104][bookmark: _Toc163249449][bookmark: _Toc163249492][bookmark: _Toc163249533][bookmark: _Toc163250054][bookmark: _Toc116995848]In issue 3-1-5 agree on Option 2. 

Conclusion
Hereafter is a summary of observations and proposals for TDCP RRM requirements discussion:
Observation 1: 10 slots lag between two TRSs showed better differentiation in TDCP reports with low and high Doppler in comparison to the case of a lag of 1 slot between two TRSs.
Proposal 1: Include test case with 10 slots distance between two TRSs.
Proposal 2: X1 is defined as quantized minimum value among the 5th percentile among all companies -1
Proposal 3: X2 is calculated as quantized maximum value among the 95th percentile among all companies +1
Proposal 4: Y2 is 10% of the samples.
Proposal 5: A test is considered feasible, if X2-X1< 8 quantization levels
Observation 2: The normalized amplitude quantization levels as decision (quantization) boundaries approach has the shortcoming that either the highest or lowest level will be ignored since there should be 15 boundaries to distinguish 16 reporting levels.
Observation 3: The quantization of TDCP magnitude can be done either as average values or logarithmic averages between neighboring quantization alphabet values.
Proposal 6: In issue 3-1-4 agree on Option 2.
Observation 4: Define TDCP phase boundaries by using phase average between neighboring levels.
Proposal 7: In issue 3-1-5 agree on Option 2.
[bookmark: _Toc116995849]
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Appendix A: Simulation results
Table : Simulation parameters
	Parameter
	Value

	Delay (between TRS symbols)
	1 slot

	Channel model
	TDL-A, delay spread=30ns

	Doppler Spread
	10, 30, 75, 100, 200, 300

	SNR
	 5:5:20

	Number of averaging samples:
	one shot 

	Channel BW
	10MHz

	SCS
	30KHz

	Reference Channel estimation
	LS base CE for TRS as baseline

	Correlation matrix and antenna configuration
	1x2 Low


 

Table 3: Simulation results for 1 slot delay
	Doppler
	SNR
	5%
	10%
	90%
	95%

	
	
	1 slot
	1 slot
	1 slot
	1 slot

	
	
	1 sample
	2 samples
	4 samples
	1 sample
	2 samples
	4 samples
	1 sample
	2 samples
	4 samples
	1 sample
	2 samples
	4 samples

	10
	5
	0.3588
	0.3594
	0.3581
	0.4371
	0.4381
	0.4318
	0.8794
	0.8743
	0.8709
	0.9035
	0.9
	0.896

	
	10
	0.6426
	0.6429
	0.6397
	0.7112
	0.712
	0.7071
	0.9578
	0.9564
	0.955
	0.967
	0.9659
	0.9646

	
	15
	0.8513
	0.8513
	0.8502
	0.886
	0.8856
	0.8855
	0.9862
	0.9857
	0.9853
	0.9893
	0.989
	0.9885

	
	20
	0.9477
	0.9476
	0.9473
	0.9609
	0.9607
	0.9607
	0.9956
	0.9954
	0.9953
	0.9966
	0.9965
	0.9963

	30
	5
	0.3583
	0.3592
	0.3624
	0.4367
	0.4356
	0.4332
	0.8793
	0.874
	0.8704
	0.9029
	0.8997
	0.895

	
	10
	0.6424
	0.6409
	0.6453
	0.7107
	0.7088
	0.7092
	0.9578
	0.9562
	0.955
	0.9668
	0.9657
	0.9642

	
	15
	0.8498
	0.8493
	0.8507
	0.8854
	0.8846
	0.8846
	0.9861
	0.9856
	0.9852
	0.9892
	0.9888
	0.9884

	
	20
	0.9462
	0.9459
	0.9461
	0.9598
	0.9597
	0.9595
	0.9955
	0.9954
	0.9952
	0.9965
	0.9964
	0.9963

	75
	5
	0.355
	0.3598
	0.3774
	0.4346
	0.4353
	0.4434
	0.8788
	0.8733
	0.8668
	0.9024
	0.8981
	0.8914

	
	10
	0.6348
	0.6375
	0.6496
	0.7066
	0.7058
	0.711
	0.9574
	0.9554
	0.9529
	0.9665
	0.9649
	0.9626

	
	15
	0.8406
	0.8423
	0.8475
	0.8793
	0.879
	0.8794
	0.9859
	0.9852
	0.9844
	0.989
	0.9884
	0.9876

	
	20
	0.9369
	0.9372
	0.9377
	0.9535
	0.953
	0.9525
	0.9952
	0.995
	0.9947
	0.9963
	0.9961
	0.9958

	100
	5
	0.3531
	0.3603
	0.3894
	0.4333
	0.4371
	0.452
	0.8783
	0.8714
	0.8626
	0.9021
	0.8969
	0.8881

	
	10
	0.6291
	0.6343
	0.6558
	0.7019
	0.7022
	0.7114
	0.9569
	0.9549
	0.9511
	0.9663
	0.9642
	0.961

	
	15
	0.8333
	0.8352
	0.8445
	0.8732
	0.8743
	0.8756
	0.9855
	0.9848
	0.9835
	0.9888
	0.988
	0.987

	
	20
	0.9271
	0.928
	0.9303
	0.9474
	0.9469
	0.9467
	0.995
	0.9947
	0.9941
	0.9961
	0.9958
	0.9954

	200
	5
	0.3374
	0.3629
	0.4203
	0.4157
	0.4334
	0.4768
	0.8746
	0.8641
	0.8337
	0.9006
	0.8889
	0.8644

	
	10
	0.5941
	0.6145
	0.6664
	0.6742
	0.6802
	0.7125
	0.9544
	0.9499
	0.9351
	0.9648
	0.9601
	0.949

	
	15
	0.7805
	0.7866
	0.8263
	0.8382
	0.8365
	0.8525
	0.9835
	0.9814
	0.9745
	0.9872
	0.9855
	0.9801

	
	20
	0.8659
	0.8633
	0.8941
	0.9095
	0.9018
	0.9112
	0.9933
	0.9922
	0.9882
	0.9949
	0.994
	0.9911

	300
	5
	0.305
	0.3604
	0.4292
	0.3931
	0.4271
	0.4867
	0.8702
	0.8488
	0.7939
	0.8967
	0.8779
	0.8264

	
	10
	0.5386
	0.5808
	0.6552
	0.6303
	0.6471
	0.6977
	0.9507
	0.9406
	0.9081
	0.9617
	0.9533
	0.925

	
	15
	0.6983
	0.7238
	0.7868
	0.781
	0.7826
	0.8156
	0.9803
	0.9747
	0.9556
	0.9851
	0.981
	0.9645

	
	20
	0.7684
	0.7898
	0.8384
	0.8461
	0.8371
	0.8653
	0.9908
	0.9871
	0.9731
	0.9931
	0.9905
	0.9795



Table 4: Simulation results for 10 slots delay
	Doppler
	SNR
	5%
	10%
	90%
	95%

	
	
	10 slots
	10 slots
	10 slots
	10 slots

	
	
	1 sample
	2 samples
	4 samples
	1 sample
	2 samples
	4 samples
	1 sample
	2 samples
	4 samples
	1 sample
	2 samples
	4 samples

	10
	5
	0.3529
	0.3608
	0.3891
	0.4326
	0.4373
	0.4518
	0.8782
	0.8716
	0.8627
	0.9021
	0.897
	0.8879

	
	10
	0.6296
	0.6348
	0.6558
	0.702
	0.7026
	0.7115
	0.957
	0.9549
	0.9512
	0.9663
	0.9643
	0.961

	
	15
	0.8334
	0.8355
	0.8445
	0.8731
	0.8742
	0.8757
	0.9855
	0.9848
	0.9834
	0.9888
	0.988
	0.987

	
	20
	0.9271
	0.9279
	0.9304
	0.9473
	0.9467
	0.9465
	0.9949
	0.9947
	0.9941
	0.9961
	0.9958
	0.9954

	30
	5
	0.3054
	0.3606
	0.4295
	0.3919
	0.4274
	0.4869
	0.8701
	0.8489
	0.7934
	0.8967
	0.8779
	0.8264

	
	10
	0.5394
	0.5811
	0.6553
	0.6294
	0.647
	0.6975
	0.9508
	0.9408
	0.9079
	0.9617
	0.9533
	0.925

	
	15
	0.6979
	0.7239
	0.7873
	0.782
	0.7824
	0.8155
	0.9804
	0.9747
	0.9557
	0.9851
	0.981
	0.9644

	
	20
	0.7674
	0.7902
	0.8375
	0.8461
	0.8372
	0.8647
	0.9908
	0.9871
	0.9732
	0.9931
	0.9905
	0.9795

	75
	5
	0.1847
	0.2281
	0.2916
	0.2645
	0.2885
	0.3375
	0.827
	0.7199
	0.6322
	0.8636
	0.7646
	0.67

	
	10
	0.2812
	0.2967
	0.3784
	0.3947
	0.3753
	0.4324
	0.9185
	0.8381
	0.7539
	0.9384
	0.8705
	0.7872

	
	15
	0.3433
	0.3233
	0.4095
	0.4725
	0.412
	0.4715
	0.9549
	0.8916
	0.8137
	0.9673
	0.918
	0.8437

	
	20
	0.3707
	0.3309
	0.4191
	0.5042
	0.432
	0.4858
	0.9686
	0.9122
	0.8379
	0.9782
	0.9357
	0.8664

	100
	5
	0.1647
	0.1324
	0.1333
	0.233
	0.1909
	0.1853
	0.7925
	0.6773
	0.5707
	0.8361
	0.73
	0.6169

	
	10
	0.2367
	0.1704
	0.1652
	0.3361
	0.2349
	0.2269
	0.8917
	0.7979
	0.6867
	0.9181
	0.8395
	0.7348

	
	15
	0.2863
	0.1882
	0.1789
	0.3927
	0.2588
	0.2455
	0.9332
	0.8545
	0.7448
	0.9517
	0.8891
	0.7932

	
	20
	0.307
	0.1945
	0.1826
	0.4185
	0.2689
	0.2541
	0.9484
	0.8766
	0.7672
	0.9646
	0.9081
	0.8151

	200
	5
	0.16
	0.1023
	0.0802
	0.2274
	0.1441
	0.1146
	0.7695
	0.6258
	0.4958
	0.8158
	0.6862
	0.5487

	
	10
	0.2285
	0.1223
	0.1006
	0.3162
	0.1748
	0.1436
	0.8726
	0.7381
	0.5903
	0.9031
	0.7957
	0.6543

	
	15
	0.271
	0.1295
	0.1102
	0.3729
	0.1906
	0.1571
	0.917
	0.7918
	0.6383
	0.9394
	0.8455
	0.7048

	
	20
	0.2868
	0.1327
	0.1139
	0.396
	0.1978
	0.1623
	0.9335
	0.8119
	0.656
	0.9533
	0.8641
	0.7206

	300
	5
	0.157
	0.1028
	0.0803
	0.232
	0.1449
	0.1145
	0.7686
	0.6113
	0.4702
	0.8109
	0.6688
	0.5229

	
	10
	0.2288
	0.1201
	0.1008
	0.3206
	0.1757
	0.1426
	0.8699
	0.7244
	0.5666
	0.8992
	0.7803
	0.6237

	
	15
	0.2698
	0.1292
	0.1116
	0.3727
	0.1874
	0.1554
	0.9152
	0.7788
	0.6146
	0.9377
	0.831
	0.6757

	
	20
	0.2845
	0.1326
	0.1147
	0.3939
	0.1938
	0.1596
	0.9317
	0.801
	0.6325
	0.9518
	0.8502
	0.6937
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