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1. Introduction
Based on the study outcome of Rel-18 SI on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], the corresponding normative work item is approved to introduce the specification support for the aspects of AI/ML general framework and two confirmed use cases (i.e., beam management and positioning accuracy enhancements) [2]. 
Particularly for the use case of beam management, it is required to provide specification support for DL TX beam prediction for both UE-sided and NW-sided model, and correspondingly necessary RAN4 core requirements for this use case and LCM procedure including performance monitoring [2], as follows:
	· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.


In RAN4#110, there were discussions on core requirements for AI beam management including, measurement accuracy for beam measurement reporting, metrics/KPIs and other testability issues for AI-BM requirements and tests, while there is no agreement achieved yet [4].
Based on the outcome of the study objectives captured in TR 38.843 [1] and other RAN1 progress, we would like to discuss on core requirement and testability issues for beam management in this contribution. It should be noted that the contents highlighted in blue colors are the same content as our last meeting’s contribution [3], which unfortunately has not yet been discussion. 
2. Discussion on RAN4 Core Requirements for AI-BM
As identified in the study item and confirmed in the WID objective, the scope of AI-beam management shall include both “BM-Case1” and “BM-Case2”, i.e., spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams, and temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams respectively.  
· For both BM-Case1 and BM-Case2, it can be categorized by training and inference (Alt.1) at NW side and (Alt.2) at UE side. 
· Furthermore, the relationship between Set A and Set B can be: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A); Alt. ii): Set B is a subset of Set A.
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Figure 1. Illustration of AI-BM with NW-side model (left figure) and UE-side model (right figure)
2.1 RAN4 Core Requirement for Supporting NW-Sided Model
For NW-sided model for AI-BM, we provide our analysis on RAN4 core requirement impact for NW-sided model, for the procedure of data collection, inference, performance monitoring and LCM. 
2.1.1 Data collection for NW-sided model
As provided in TR 38.843 [1], regarding data collection for NW-side AI/ML model, three options for the contents of collected data are provided, which are differentiated by different beam reporting mechanisms: 
	Regarding data collection for NW-side AI/ML model regarding the contents of collected data:
-	Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable.
-	Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable.
-	Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable.
-	Note: Overhead, UE complexity and power consumption are to be considered for the above options.


From RAN1 perspective, it is possible that increased number of reported RSRPs (i.e., above-mentioned M1, M2 and M3 values) and increased number of measured beams/CSI-RS resources could be introduced for Rel-19 AI-BM. 
Observation 1: From RAN1 perspective, the enhancement on UE measurement and reporting (i.e., increased number of reported RSRPs and the increased number of measured beams/CSI-RS resources) could be introduced for Rel-19 AI-BM for data collection.
Particularly for model inference, the following agreement is achieved in RAN1#116, for the beam reporting enhancement: 
	Agreement in RAN1#116
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 


Observation 2: For data collection for NW-sided model inference, the enhancement on UE beam reporting (i.e., the report of more than 4 beam related information) in L1 signaling could be introduced for Rel-19 AI-BM.
On the other hand, for data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches for overhead reduction are provided in TR 38.843 [1]: 
	Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches have been identified for overhead reduction:
-	the omission/selection of collected data
-	the compression of collected data
-	Note1: For the different purposes of data collection, the overhead reduction mechanisms and corresponding specification impacts may be different.
-	Note2: Support of any mechanism(s) (if necessary) for each LCM purpose and the potential spec impact (if any) are separate discussions
-	Note 3: UE complexity and power consumption should be considered


From RAN1 perspective, the approaches identified for overhead reduction are identified in study item, which could be specified in the normative work. 
Observation 3: From RAN1 perspective, the approaches for overhead reduction could be introduced for Rel-19 AI-BM.
From signaling perspective, both L1 signaling and higher-layer signaling to report the collected data are considered in TR 38.843: 
	Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following reporting signalling for beam-specific aspects maybe applicable: 
-	L1 signalling to report the collected data 
-	Higher-layer signalling to report the collected data 
-	At least not applicable to AI/ML model inference
-	Note1: higher layer signalling design is up to RAN2
-	Note2: Whether each signalling applicable to each LCM purpose is a separate discussion
-	Note3: The legacy signalling principle (e.g. RSRP reporting for L1) can be re-used


If it is the decision to utilize L1 signaling to report the collected data (i.e, similar to legacy L1-RSRP reporting), RAN4 may further consider it is necessary or not to introduce new RAN4 core requirement for TS 38.133 clause 9.5 (L1-RSRP measurements for reporting). On the other hand, if the higher-layer signaling is adopted to report the collected data, new RAN4 requirements may be considered. 
Observation 4: For data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, L1 signaling or higher-layer signaling could be used to report the collected data. 
Based on the above observations, RAN4 shall introduce the necessary core requirement on supporting the data collection for NW-sided model. 
Proposal 1: RAN4 shall introduce the necessary core requirement on supporting data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, by considering the new aspects including: 
(1) enhancement on UE measurement and reporting (e.g., beam reporting for more than 4 beam for model inference in L1 signaling);
(2) overhead reduction on UE reporting;
(3) L1 or higher-layer signalling design.

Another issue related is whether or not measurement accuracy needs to be improved to enable better AI/ML performance. In RAN4#110, the following options were given: 
	Issue 2-2: Measurement accuracy 
· Proposals
· Option 1: RAN4 should consider tighter accuracy requirements for existing measurements (e.g. RSRP) if they are used/reported for AI/ML (e.g. training, inference, etc)
· Option 2: RAN4 should study the impact of measurement accuracy on performance before discussing any possible tightening
· Option 3: Accuracy requirements cannot be tightened
· Option 4: Others



From system design perspective for L1 beam reporting accuracy for NW-sided model, the tradeoff between higher achievable system performance (i.e., the necessity of introducing higher measurement accuracy requirement) and implementation feasibility shall be balanced, while RAN1 may focus on the former aspect and the latter part shall be within RAN4 scope/expertise. 
In existing RAN4 specification, FR2 RSRP measurement absolute/relative accuracy requirements differ under normal/extreme conditions, and under different input level conditions: e.g., 6dB is assumed for SS-RSRP intra-frequency accuracy requirement for normal condition without Noc. Additionally, the absolute accuracy test requirement is further relaxed by adding Gmin and Gmax (i.e,. the minimum and maximum UE gain values from Table B.2.1.5.1-1 in TS38.133), which is Gmin = -10dB and Gmax = +20dB for FR2 PC3 UE. Therefore, the following proposal is given: 
Proposal 2: For the necessity/feasibility of tightening measurement accuracy requirement for AI-BM NW-sided model: 
(1) RAN4 shall only focus on the feasibility part of tightened measurement accuracy;
(2) RAN4 discussion shall consider at least (i) absolute/relative RSRP used for AI/ML and (ii) how to achieve tightened measurement accuracy in UE side. 

2.2.2 Inference for NW-sided model
For the model inference for BM-Case1 and BM-Case2 with a NW-side AI/ML model, the following potential specification impacts from physical layer aspects are given in TR 38.843 [1]:
	For BM-Case1 and BM-Case2 with a NW-side AI/ML model: 
-	L1 beam reporting enhancement for AI/ML model inference:
-	UE to report the measurement results of more than 4 beams in one reporting instance
-	Other L1 reporting enhancements can be considered
For BM-Case 2:
-	Reporting information about measurements of multiple past time instances in one reporting instance. Notes: Only applicable to NW-side AI/ML model. The potential performance gains of measurement reporting should be justified by considering UCI payload overhead.


Accordingly, we see no RAN4 impact expected for model inference (except the relevant data collection as provided in Section 2.1.1), because the model inference is implemented in gNB, in which the AI/ML inference results are also used by gNB to conduct beam management. 
It should be noted that the potential enhancement of “measurements of multiple past time instances in one reporting instance” shall also be categorized as data collection for inference, and even if this mechanism is introduced in Rel-19, it should also not introduce any new RAN4 requirement for model inference. 
Proposal 3: Except UE beam reporting enhancement for model inference, no RAN4 impact is expected for model inference for BM-Case1 and BM-Case2 with a NW-side AI/ML model. 

2.2.3 Performance monitoring for NW-sided model
Similar to model inference with a NW-side AI/ML model, the performance monitoring shall also be gNB implementation-based, i.e., the monitoring can be configured by the NW based on the adopted performance metric and LCM operations of selection/activation/ deactivation/switching/fallback operation can be achieved within the gNB implementation. This means that no RAN4 impact is expected for performance monitoring for BM-Case1 and BM-Case2 with a NW-side AI/ML model.
Proposal 4: No RAN4 impact is expected for performance monitoring for BM-Case1 and BM-Case2 with a NW-side AI/ML model. 
2.2.4 LCM for NW-sided model
It is expected that RAN2 will introduce the necessary LCM related aspects [2], including: 
	· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


By considering the design of signaling/mechanism(s) for LCM (if any) for NW-sided model, RAN4 shall further study the necessary RAN4 requirements. 
Proposal 5: For LCM of NW-sided model, RAN4 shall further study the necessary RAN4 requirements, depending on RAN2-introduced signalling/mechanism, if any. 

2.2 RAN4 Core Requirement for Supporting UE-Sided Model
For UE-sided model for AI-BM, we provide our analysis on RAN4 core requirement impact for UE-sided model, for the procedure of data collection, additional assistance information, inference, performance monitoring and LCM. 
2.2.1 Data collection for UE-sided model
For data collection for UE-sided model, the following potential specification impacts for physical layer are provided in TR 38.843 [1]: 
	At UE side for UE-side AI/ML model:
-	UE reporting to NW supported/preferred configurations of DL RS transmission.
-	Trigger/initiating data collection considering:
-	Option 1: data collection initiated/triggered by configuration from NW.
-	Option 2: request from UE for data collection.
-	Signalling/configuration/measurement/report for data collection, e.g., signalling aspects related to assistance information (if supported), Reference signals, content/type of the collected data, configuration related to Set A and/or Set B, information on association/mapping of Set A and Set B
-	Assistance information from Network to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of the data (if supported). The assistance information should preserve privacy/proprietary information.


Based on the above contents from TR 38.843, the potential interaction(s) between UE and NW for data collection for UE-sided model could be: (1) UE reporting of the supported/preferred DL RS configuration; (2) trigger/initiating data collection; (3) assistance information from NW to UE for data collection. 
Observation 5: The potential interaction(s) between UE and NW for data collection for UE-sided model could be: (1) UE reporting of the supported/preferred DL RS configuration; (2) trigger/initiating data collection; (3) assistance information from NW to UE for data collection.
According to the below RAN4 agreement, the requirements for data collection for training could only be introduced if the training procedure is defined in 3GPP specifications. Because the UE-sided model training is UE implementation-dependent, we see no reason to define any RAN4 requirement for data collection for training purpose. 
	Some conditions and/or accuracy requirements for the training dataset or training data generation could only be introduced if the training procedure is defined in 3GPP specifications.


Proposal 6: RAN4 shall not define any requirement for data collection for UE-sided model training. 
Regarding the data collection mechanisms for inference and performance monitoring, we treat them as the part of procedures for model inference and performance monitoring, which will be analyzed in the following sections. 
2.2.2 Additional assistance information for UE sided model
Different from NW-sided model, AI/ML operation at UE side could require the additional assistance information, since UE-sided model have no information of the NW-side beambook configuration which is essential to AI/ML operation. Based on RAN1 discussion, there is no consensus to support the assistance information from NW on NW-side beam shape information, while the consistency / association of Set B beams and Set A beams across training and inference is confirmed to be “beneficial” from performance perspective: 
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, consistency / association of Set B beams and Set A beams across training and inference is beneficial from performance perspective.
Note: Whether specification impact is needed is a separate discussion.


Accordingly, for the impact on testing, we see the consistency/association of Set B beams and Set A beams across training and inference shall be guaranteed in RAN4 core requirement as the NW-side additional assistance information for inference at UE. 
Proposal 7: The consistency/association of Set B beams and Set A beams across training and inference shall be guaranteed in RAN4 core requirement as the NW-side additional assistance information for UE-sided model testing for inference and monitoring. 
2.2.3 Inference for UE-sided model
As illustrated in the Figure-1 (right figure) with UE-sided model for AI-BM, UE shall report the prediction result to NW based on the output of a UE-side AI/ML model. Particularly, the potential specification impacts for model inference for UE-sided model are provided in TR 38.843 [1] as: 
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
-	Beam indication from network for UE reception, which may or may not have additional specification impact (e.g., legacy mechanism may be reused), particularly:
-	how to perform beam indication of beams in Set A not in Set B.  Note: also applicable to NW-side AI/ML model. Note: At least for BM-Case1 with a UE-side AI/ML model, the legacy TCI state mechanism can be used to perform beam indication of beams
-	Note: For DL beam pair prediction, there is no consensus to support the reporting of the predicted Rx beam(s) (e.g., Rx beam ID, Rx beam angle information, etc) from the UE to the network.
-	Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
-	Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
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For BM-Case1 with a UE-side AI/ML model:
-	L1 signalling to report the following information of AI/ML model inference to NW: 
-	The beam(s) that is based on the output of AI/ML model inference.
For BM-Case2 with a UE-side AI/ML model: 
-	L1 signalling to report the following information of AI/ML model inference to NW:
-	The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference.
-	Information about the timestamp corresponding the reported beam(s).


In RAN1#116, the following agreement is achieved for content in the report of inference results: 
	Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.


Accordingly, RAN4 requirement for model inference with UE-side AI/ML model needs to be specified, in which the RAN1 defined new mechanisms shall be followed including (1) indication of the associated Set A from network to UE, (2) beam indication from network for UE reception (if new indication introduced), and (3) beam information on predicted Top K beam(s) among a set of beams and other information. 
Proposal 8: RAN4 requirement for model inference with UE-side AI/ML model needs to be specified, by considering the (potentially) new mechanisms, including (1) indication of the associated Set A from network to UE, (2) beam indication from network for UE reception (if new indication introduced), (3) (3) beam information on predicted Top K beam(s) among a set of beams and other information.

Based on RAN4 study outcome, the following options of test metrics are provided for beam management requirement: 
	For metrics for beam management requirements/tests, the following test metrics are identified and could be considered
-	Option 1: RSRP accuracy
-	Option 2: Beam prediction accuracy
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam"
-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
-	Related measurement accuracy can be considered to determine x
-	Option 4: combinations of above options


Considering the RAN1 agreed Opt 1 and Opt 2, beam information on predicted Top K beam(s) among a set of beams shall be reported, while RSRP of predicted Top K beam(s) among a set of beam is only reported in Opt 2. Therefore, we propose to use Option 2 (beam prediction accuracy) for metrics for beam management requirements/tests. 
Proposal 9: For metrics for beam management requirements/tests, Option 2 (beam prediction accuracy) shall be considered as baseline.
2.2.4 Performance monitoring for UE-sided model
Regarding the performance monitoring for UE-sided model, key issues discussed in RAN1 include: performance metrics, benchmark/reference for the performance comparison, and monitoring type. Corresponding analysis for potential specification impact for performance metrics and benchmark/reference for the performance comparison is provided below from physical layer perspective: 
	For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
-	Benchmark/reference for the performance comparison, including: 
-	Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
-	Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
-	Signalling/configuration/measurement/report for model monitoring, e.g., signalling aspects related to assistance information (if supported), Reference signals


In the normative phase, based on RAN1’s down-selection on performance metric(s) and benchmark/reference for the performance comparison, RAN4 requirement on performance monitoring can be specified accordingly. 
Observation 6: For UE-sided model, RAN4 requirement on performance monitoring will be specified based on RAN1 conclusion on performance metric(s) and benchmark/reference for the performance comparison. 
Furthermore, RAN1 has provided two types of performance monitoring, i.e., 
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable


Particularly, Type 1 performance monitoring is performed in the NW-side, for which Option 1 and Option 2 differ in which entity shall perform the calculation of the performance metric(s). On the other hand, Type 2 performance monitoring is performed in the UE-side, while no feedback is required, thus making no RAN4 requirement being needed. Based on the above understanding on Type 1 and Type 2 performance monitoring, the following proposal is obtained. 
Proposal 10: For different types of performance monitoring for UE-sided model, the necessity of RAN4 requirement is provided as: 
(1) Type 1, Option 1 (NW-side performance monitoring): The necessity of RAN4 requirement on data collection for monitoring is not significant, because it is similar to data collection for other purposes. 
(2) Type 1, Option 2 (UE-assisted performance monitoring): RAN4 requirement on data collection for monitoring can be specified to test the accuracy of performance metrics calculated by UE. 
(3) Type 2 (UE-side performance monitoring): No RAN4 requirement is needed because no UE feedback will be performed. 
2.2.5 LCM for UE-sided model
Based on the above analysis for different types of performance monitoring for UE-sided model (NW-side or UE-side performance monitoring), the model/functionality control can be performed by the UE or gNB: 
	· Management:
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the UE when the monitoring resides within the UE.
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the gNB when the monitoring resides within the gNB or UE.


Similar to the analysis for performance monitoring, no RAN4 requirement is expected for model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) performed by the UE. 
Proposal 11: For LCM for UE-sided model, the necessity of RAN4 requirement is provided as: 
(1) LCM performed by the gNB: RAN4 requirement is needed. 
(2) LCM performed by the UE: No RAN4 requirement is needed. 

2.3 Summary of Proposals for AI-BM Core Requirement
Here we would like to provide the summary on the expected RAN4 requirement impact and correspondingly our proposals for Rel-19 AI-BM Scope. 
Proposal 12: The analysis on the expected RAN4 requirement impact is summarized as:  
	UE/NW
	Operations
	Expected RAN4 Requirement Impact
	Samsung Proposal

	NW-sided model
	Data collection
	(1) RAN4 requirement for enhancement on UE measurement and report to support data collection (i.e., the contents of the collected data)
	Proposal 1 (Necessary core requirement for data collection)
Proposal 2 (FFS the feasibility part of  tightened measurement accuracy in RAN4)

	
	
	(2) RAN4 requirement for supporting overhead reduction (the omission/selection of collected data, and/or the compression of collected data), if introduced.
	

	
	Inference
	N/A (gNB-Implementation based) 
	Proposal 3 (No RAN4 impact expected)

	
	Perf. monitoring
	N/A (gNB-Implementation based) 
	Proposal 4 (No RAN4 impact expected)

	
	LCM
	(3) RAN4 requirement impact, by considering the design of signaling/mechanism(s) for LCM
	Proposal 5 (FFS, depends on RAN2 introduced signaling/mechanism if any) 

	UE-
sided model
	Data collection
	N/A at least for data collection for model training (UE-Implementation based) 
	Proposal 6 (No RAN4 requirement for training)

	
	Additional assistance information
	(4) Impact on RAN4 requirement to ensure consistency/association between training and inference regarding NW-side additional assistance information for inference at UE. 
	Proposal 7 (Consistency/association shall be guaranteed in RAN4 requirement)

	
	Inference
	(5) RAN4 requirement for supporting model inference.
	Proposal 8 (Necessary core requirement for model inference with new RAN1 mechanisms)
Proposal 9 (Option 2 (beam prediction accuracy) for metrics for beam management requirement/tests.)

	
	Perf. monitoring
	(6) RAN4 requirement for supporting performance monitoring.
	Proposal 10 (RAN4 requirement on Type 1 (Option 2) performance monitoring is required.)

	
	LCM
	(7) RAN4 requirement for supporting LCM.
	Proposal 11 (RAN4 requirement for LCM performed by the gNB is required)



3 Testability Issues for AI-Beam Management
The test setup feasibility study has begun in last RAN4 meeting (RAN4#110), while no particular conclusion has been obtained yet. 
3.1 Existing Testing System for FR2 OTA Requirement
Based on our contribution [3], the limitations of Direct Far Field (DFF) OTA chamber for FR2 UE beam management test cases (considered as one kind of test cases for UE RRM performance requirement) which could be relevant to AI-BM testing in Rel-19 has been listed, as provided in TR 38.810 [5]: 
· Limitation-1: Limitation of the number of simultaneous active AoAs, i.e., NMAX_AoAs = 2 (based on the current OTA chamber design, and achievable only for DFF chamber, rather than simplified DFF or IFF chamber). 
· Limitation-2: Limitation of the achievable relative angular relationships between NMAX_AoAs simultaneous active AoAs, i.e., 30°, 60°, 90°, 120° and 150°. 
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Figure 2: Baseline measurement setup of RRM characteristics (left figure, from Fig. 6.2.1.1-1 [5]) and DL SNR reference point for RRM testing methodology (right figure, from Fig. 6.2.1.4.2-1[5])
On the other hand, for FR2 MIMO OTA testing, 3D Multi-Probe Anechoic Chamber (MPAC) for FR2 is consider as the reference methodology [6]. By arranging an array of antennas around the Equipment Under Test (EUT) in 3D MPAC system, a spatial distribution of angles of arrival may be simulated to expose the DUT to a near field environment that appears to have originated from a complex multipath far field environment. As illustrated in below figure from TR 38.827 [6], signals transmit from the tester to the DUT through a simulated multipath environment known as a spatial channel model, where appropriate channel impairments such as Doppler and fading are applied to each path prior to injecting all of the directional signals into the chamber simultaneously through the probe array. 
[image: ]         [image: ]
[bookmark: _Hlk34204617]Figure 3: 3D MPAC system layout for NR FR2 MIMO OTA testing (left figure, from Figure 6.2.3-1 [6]) and Channel Model Coordinate Axes (right figure, from Figure 6.2.3-2 [6])
Specifically, 6 probe has been placed in the particular locations in the OTA test system coordinate, as given in the following table in channel model coordinate system: 
	Probe Number
	Theta [deg]
	Phi [deg]

	1
	90
	0

	2
	85
	10

	3
	85
	-20

	4
	85
	20

	5
	95
	20

	6
	90
	30


 
Considering the existing FR2 OTA chamber systems for RRM and MIMO OTA are well accepted and already used for FR2 UE development, we propose the testability study for AI-BM testing shall be based on one of these FR2 OTA chamber systems. 
Proposal 13: Testability study on testing AI-BM shall be based on one of the existing FR2 OTA chamber systems:  
- Option 1: Direct Far Field (DFF) OTA chamber for FR2 RRM testing
- Option 2: 3D Multi-Probe Anechoic Chamber (MPAC) for FR2 MIMO OTA testing

3.2 Channel model for AI-BM model inference requirement
If RAN4 requirements will be tested based on one of the well-accepted FR2 OTA chamber systems, it should be noted that the DL TX beams in both Set-A and Set-B shall be simulated with the above-mentioned limitations/design. 
Specifically, the following steps shall be considered to emulate the required channel model in OTA chamber:
Step-1: Determine the evaluation scenario: 
- RAN1 SLS assumption can be used as baseline: 
 Certain channel model, e.g., UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901 can be used as baseline. 
 FFS UE mobility included in this evaluation scenario
 BS TX Beambook can be proposed based on gNB vendors for alignment
 UE RX Antenna shall be precluded here. 
Step-2: SLS for channel model for all TX beams: 
- Based on the targeted evaluation scenario, run SLS to get channel model for training/testing
 To obtain the data for different UE location, multiple drops will be simulated in SLS. 
 For each drop, the resultant channel models are obtained for all beams in Set-A and Set-B 
Step-3: Test signal is mapped over probe(s) in OTA chamber
- The signals from tester (to be over certain TX beam-i) + corresponding channel model for TX beam-i (obtained in Step-2), to be mapped over the probe(s) in OTA chamber.  
- Depends on DFF or 3D MPAC OTA chamber is decided to be used, the mapping can be different. 

[image: ]
Figure 3: Procedure of OTA testing for AI/ML-Beam Management

For DFF chamber, RAN4 has studied the method to use one probe to simulate multi-path fading condition, as provided in Section 8.2 in TR 38.810, in which two options are given. However, it should be noted that in the corresponding single probe channel modelling, the UE RX beamforming can be included in the channel model, while since there is only one AoA, it is impossible to test actual RX beam management procedure. 
	[bookmark: _Toc21020212][bookmark: _Toc29813044][bookmark: _Toc29813310][bookmark: _Toc52565528][bookmark: _Toc137568841][bookmark: _Toc138875768][bookmark: _Toc138876260]8.2.1.1	Channel model Option 1
Channel model option 1 is based on the TDL methodology in the TR 38.901 [10]:
-	The multi-path propagation conditions model consists of several parts:
-	A power delay profile in the form of a "tapped delay-line" (TDL), characterized by a number of taps with certain power at fixed positions on a sampling grid.
-	The channel model parameters include the Delay spread scaling factor and the maximum Doppler frequency. The test system shall allow flexible control of the respective parameters.
-	Each tap is modeled based on the Jakes fading model.
-	Generation of TDL channel models and power delay profiles from CDL channel models by including spatial filters to capture Tx and Rx antenna patterns is not precluded and based on the procedure described in the TR 38.901 [10].



For 3D MPAC on the other hand, it should be FFS existing 6 probes (with different AoAs) are enough to simulate the targeted scenario for AI/ML-Beam management use case. 
Proposal 14: FFS the feasibility of DFF chamber and 3D MPAC in terms of: 
-  The necessity of evaluate RX beam management in OTA chamber;
-  The feasibility to generate the required channel model (for certain TX beambook) with limited number of probes. 

4. Conclusion
In this contribution, we provided our viewpoints on testability and interoperability issues for beam management in this contribution, accordingly the following observations and proposals are obtained: 
RAN4 Core Requirements for Supporting NW-sided Model
Observation 1: From RAN1 perspective, the enhancement on UE measurement and reporting (i.e., increased number of reported RSRPs and the increased number of measured beams/CSI-RS resources) could be introduced for Rel-19 AI-BM for data collection.
Observation 2: For data collection for NW-sided model inference, the enhancement on UE beam reporting (i.e., the report of more than 4 beam related information) in L1 signaling could be introduced for Rel-19 AI-BM.
Observation 3: From RAN1 perspective, the approaches for overhead reduction could be introduced for Rel-19 AI-BM.
Observation 4: For data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, L1 signaling or higher-layer signaling could be used to report the collected data. 
Proposal 1: RAN4 shall introduce the necessary core requirement on supporting data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, by considering the new aspects including: 
(1) enhancement on UE measurement and reporting (e.g., beam reporting for more than 4 beam for model inference in L1 signaling);
(2) overhead reduction on UE reporting;
(3) L1 or higher-layer signalling design.
Proposal 2: For the necessity/feasibility of tightening measurement accuracy requirement for AI-BM NW-sided model: 
(1) RAN4 shall only focus on the feasibility part of tightened measurement accuracy;
(2) RAN4 discussion shall consider at least (i) absolute/relative RSRP used for AI/ML and (ii) how to achieve tightened measurement accuracy in UE side. 
Proposal 3: Except UE beam reporting enhancement for model inference, no RAN4 impact is expected for model inference for BM-Case1 and BM-Case2 with a NW-side AI/ML model. 
Proposal 4: No RAN4 impact is expected for performance monitoring for BM-Case1 and BM-Case2 with a NW-side AI/ML model. 
Proposal 5: For LCM of NW-sided model, RAN4 shall further study the necessary RAN4 requirements, depending on RAN2-introduced signalling/mechanism, if any. 
RAN4 Core Requirements for Supporting UE-sided Model
Observation 5: The potential interaction(s) between UE and NW for data collection for UE-sided model could be: (1) UE reporting of the supported/preferred DL RS configuration; (2) trigger/initiating data collection; (3) assistance information from NW to UE for data collection.
Proposal 6: RAN4 shall not define any requirement for data collection for UE-sided model training.
Proposal 7: The consistency/association of Set B beams and Set A beams across training and inference shall be guaranteed in RAN4 core requirement as the NW-side additional assistance information for UE-sided model testing for inference and monitoring. 
Proposal 8: RAN4 requirement for model inference with UE-side AI/ML model needs to be specified, by considering the (potentially) new mechanisms, including (1) indication of the associated Set A from network to UE, (2) beam indication from network for UE reception (if new indication introduced), (3) (3) beam information on predicted Top K beam(s) among a set of beams and other information.
Proposal 9: For metrics for beam management requirements/tests, Option 2 (beam prediction accuracy) shall be considered as baseline.
Observation 6: For UE-sided model, RAN4 requirement on performance monitoring will be specified based on RAN1 conclusion on performance metric(s) and benchmark/reference for the performance comparison. 
Proposal 10: For different types of performance monitoring for UE-sided model, the necessity of RAN4 requirement is provided as: 
(1) Type 1, Option 1 (NW-side performance monitoring): The necessity of RAN4 requirement on data collection for monitoring is not significant, because it is similar to data collection for other purposes. 
(2) Type 1, Option 2 (UE-assisted performance monitoring): RAN4 requirement on data collection for monitoring can be specified to test the accuracy of performance metrics calculated by UE. 
(3) Type 2 (UE-side performance monitoring): No RAN4 requirement is needed because no UE feedback will be performed. 
Proposal 11: For LCM for UE-sided model, the necessity of RAN4 requirement is provided as: 
(1) LCM performed by the gNB: RAN4 requirement is needed. 
(2) LCM performed by the UE: No RAN4 requirement is needed. 

Summary of Proposals for AI-BM Core Requirement
Proposal 12: The analysis on the expected RAN4 requirement impact is summarized as:  
	UE/NW
	Operations
	Expected RAN4 Requirement Impact
	Samsung Proposal

	NW-sided model
	Data collection
	(1) RAN4 requirement for enhancement on UE measurement and report to support data collection (i.e., the contents of the collected data)
	Proposal 1 (Necessary core requirement for data collection)
Proposal 2 (FFS the feasibility part of  tightened measurement accuracy in RAN4)

	
	
	(2) RAN4 requirement for supporting overhead reduction (the omission/selection of collected data, and/or the compression of collected data), if introduced.
	

	
	Inference
	N/A (gNB-Implementation based) 
	Proposal 3 (No RAN4 impact expected)

	
	Perf. monitoring
	N/A (gNB-Implementation based) 
	Proposal 4 (No RAN4 impact expected)

	
	LCM
	(3) RAN4 requirement impact, by considering the design of signaling/mechanism(s) for LCM
	Proposal 5 (FFS, depends on RAN2 introduced signaling/mechanism if any) 

	UE-
sided model
	Data collection
	N/A at least for data collection for model training (UE-Implementation based) 
	Proposal 6 (No RAN4 requirement for training)

	
	Additional assistance information
	(4) Impact on RAN4 requirement to ensure consistency/association between training and inference regarding NW-side additional assistance information for inference at UE. 
	Proposal 7 (Consistency/association shall be guaranteed in RAN4 requirement)

	
	Inference
	(5) RAN4 requirement for supporting model inference.
	Proposal 8 (Necessary core requirement for model inference with new RAN1 mechanisms)
Proposal 9 (Option 2 (beam prediction accuracy) for metrics for beam management requirement/tests.)

	
	Perf. monitoring
	(6) RAN4 requirement for supporting performance monitoring.
	Proposal 10 (RAN4 requirement on Type 1 (Option 2) performance monitoring is required.)

	
	LCM
	(7) RAN4 requirement for supporting LCM.
	Proposal 11 (RAN4 requirement for LCM performed by the gNB is required)



Testability Issues for AI-BM
Proposal 13: Testability study on testing AI-BM shall be based on one of the existing FR2 OTA chamber systems:  
- Option 1: Direct Far Field (DFF) OTA chamber for FR2 RRM testing
- Option 2: 3D Multi-Probe Anechoic Chamber (MPAC) for FR2 MIMO OTA testing
Proposal 14: FFS the feasibility of DFF chamber and 3D MPAC in terms of: 
-  The necessity of evaluate RX beam management in OTA chamber;
-  The feasibility to generate the required channel model (for certain TX beambook) with limited number of probes. 
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