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1 Introduction
In RAN #102 meeting, the WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are shown in following table.
	· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift


During the last meeting, some conclusions has been reached for CSI compression and CSI prediction[2]. In the following section, we will provide the detailed discussions for CSI compression and prediction.
2 Discussion
CSI Prediction Accuracy metrics
Regarding the CSI prediction accuracy metrics, we have the candidate options captured in following table:
	· Proposals
·  Option 1: Prediction accuracy can be used as KPI/metric
·  Option 2: Prediction accuracy cannot be used because the “correct” value is not available
·  Option 3: Throughput should be the default metric, others should be discussed only if throughput is not feasible
·  Option 4: Others
Agreement:
· Agree option 3 for inference only. TBD whether we use relative or absolute throughput.
· Monitoring will be discussed separately. 


As shown in above table, RAN4 agreed to consider throughput as default metric for CSI prediction. Clearly, some technical detailed need further clarification. In general, our objective is to use historical CSI information to predict the future CSI information, and make CSI information more relevant to the current or next moment real channel or beam indication information. The more accurate the predicted CSI information is, the more informative it is for the next moment of NW scheduling. 
It is particularity important to know how to evaluate the accuracy of the predictive CSI information. In the last meeting, RAN4 agreed to use throughput as default metric, but which throughput (e.g. relative and absolute) could be metric need more discussion. Regarding the relative and absolute throughput, it is two different statistical methods (e.g. implicit and explicit) for system throughput. For absolute throughput, it is obvious that is the actual throughput when CQI, PMI and RI are fixed in scheduling. And for relative throughput, it is a ratio between absolute and other value. 
As we all know, the amount of information that any communication system can transmit reliably over a given channel is upper bounded by the well known channel capacity. The more accurate the predicted CSI information is, the closer it will be to the channel capacity. 
Currently, in legacy requirements, RAN4 used relative throughput as a metric for PMI, which is expressed as the relative increase in throughput when the transmitter is configured according to the UE reported PMI compared to the case when the transmitter is using random precoding[3]. In general, we propose to use relative throughput as default metric and need more discuss for ratio value. 
	Component A
	Component B
	Relative TP

	AI based precoding TP 
	Random precoding TP
	A/B

	AI based precoding TP
	 Channel capacity
	



Proposal 1. For CSI prediction, it is proposed to use relative throughput as default metric.
Option 3 for 2-sided model
Regarding the option for 2-side model, we have the candidate parameters captured in following table:
		Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, activation layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)





In last meeting, RAN4 discussed the above contains a set of parameters which are needed in the process oh the checking the feasibility of option 3. And the parameters in green are agreed. The parameters in yellow are tentatively agreed. The other parameters are still need more discussion. 
Regarding the format of input to encoder/ output of decoder, as we all know, different formats of input / output will have different results for deep learning or machine learning. Up to now, there are two potential candidate options for channel matrix, e.g. precoding matrix and explicit channel matrix from our understanding. Notably, different matrices dimension for precoding matric and explicit channel matrix. Furthermore, the channel information represented by these two matrices is different, which will lead to differences in the training model.
On the other hand, it may need some further pre-processing on the measured channel. Based on numerous studies, channel information could be sparse in some domains, e.g. angular- delay domain. To reduce feedback overhead, the channel matrix can be transformed from spatial-frequency domain to angular-delay domain, which makes it easier to compress. 
According to our analysis, we can observed that two different candidate options for channel matrix, which have different input formats to encoder. Also, to reduce feedback, channel information could be sparse in some domains, which will lead different input formats to encoder.
Observation 1. There are two different candidate options for input data, which have different input formats to encoder.
Observation 2. To reduce feedback, channel information could be sparse in some domains, which will lead different input formats to encoder.
Proposal 2. Format of input to encoder/output of decoder could be considered, which also including input dataset pre-processing. 

Option 4 for 2-sided model
As illustrated in TS 38.843, Option 4 target is that a single decoder implemented by each TE vendor will be enough for at least a single test for any DUTs, which means the TE vendor could decode any DUTs when testing. Cause encoder and decoder must be different vendors, how to make sure that the TE vendor decoder could be paired with the DUT vendor encoder is most important thing. 
The performance of the decoder depends on input data of encoder, training mode of CSI generation part. From the CSI compression inference produce, we can observed that CSI generation plays a decisive role for decoder. Different UE vendors could define different models according to input of encoder, which means TE vendors should define a model set to include all CSI generation models from different UE vendor, also include input of encoder. This will ensure that the objective of Option 4. 
In general, if training dataset and encoder model structure are defined in RAN4 specifications. TE vendor can also generate the dataset according to the RAN4 specification. And for model structure, TE vendor only needs to determine the model based on the parameters which defined in specification. When TE vendor perform conformance testing, although UE vendor doesn’t provide the detailed information, but the training data and model structure could be consistent with the specification, the operability can be achieved between TEs and DUTs. 
On the other hand, for the worst scenario, training dataset and model structure are not defined in RAN4 specifications. In order to achieve the operability, two potential solutions could be considered. Option 1: Training dataset and model structure need to be delivered to TE vendor for every UE vendor. Option 2: A compromise approach between the best case and the worst case. RAN4 needs to find a reference training dataset and model structure, i.e. all training datasets and model structures should be generated for all UE vendors from the reference defined in the RAN4 specification. TE vendor also uses reference training datasets and model structures to perform conformance testing. The main concern is that performance is difficult to guarantee. 
Observation 3. For test decoder, need more information about training dataset and model structure in compression.
Testing options for 2-sided model
Regarding test options for 2-side, only option 3 and option 4 need further discuss.
	RAN4 to further discuss only options 3 and 4.


For the remaining parts(option 3 and option 4) of this comparison , we would like to provide our input as below. 
Proposal 3. Our views on two-sided testing options comparison are listed in the following table with additional notes.




Table 7.3.2.3-1: Comparison of the four options of test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendors (no need to be specified)
	Up to decoder implementer (infra vendor)
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined
Option 1: Decoder training data is defined in RAN4 specification.
Option 2: Decoder training data is not defined in RAN4 specification.

	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on RAN4 specification

	Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
	
	
	No collaboration required
	Maybe(If training dataset and model structure are not defined in RAN4 specification)

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long a the model implementation can be similar enough between TE vendors
Depending on the definition of training datasets and model structure.

	Feasibility of test decoder verification procedure
	FFS
	FFS
	Not needed 
	Depending on the definition of training datasets and model structure.

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used
	
	
	Depends on which kind of training dataset is used 
	Depends on which kind of training dataset is used 

	TE requirements to deploy the decoder (e.g., training, complexity, interoperability)
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower thank Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Higher than Option 3 in terms of that training at TE is required 

Note: How to ensure compatibility/ interoperability between TE and DUT needs further study

	Specification effort (defining test decoder and requirements)
	Low
	Low
	Highest

RAN4 needs to standardize the entire decoder
	High

RAN4 needs to study and may decide on what to standardize

	Confidentiality/ IP issues in the testing procedure (after specs are published)
	
	
	No
	No

	Applicability to different scenarios/conditions/ configurations
	
	
	Depends on whether decoder allows to switch different scenarios   
	Depends on whether decoder allows to switch different scenarios 

	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than  Option 3/4 

Need for interaction between TE vendor
	Testing the encoder at DUT

Higher than Option 3/4 

Testing complexity higher also than Option 1
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than Option 3/4 

FSS compared to Option 2
	Higher than Option 3/4 

FSS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	
	
	Low
	Depends on whether training dataset can be defined in specification.

	Friendly to STOA (state of the art) model test / Forward compatibility when new AI models are invented
	
	
	Yes, Depends on new AI model can be tested with specification 
	Yes, Depends on new AI model can be tested with specification 

	Relationship with reference decoder/encoder (used by RAN4 to define the performance requirements) for defining the requirement
	
	
	Reference decoder/ encoder can be same with test decoder/encoder 
	May or not. Test decoder can further evolve based on reference decoder

	Whether model transfer/delivery is needed during the test procedure
	
	
	No
	No






3 Conclusion
In this contribution, we give some detailed discussions on testability and interoperability issues for AI-CSI , The conclusions are:
Observation 1. According to our analysis, we can observed that two different candidate options for channel matrix, which have different input formats to encoder.
Observation 2. To reduce feedback, channel information could be sparse in some domains, which will lead different input formats to encoder.
Observation 3. For test decoder, need more information about training dataset and model structure in compression.
Proposal 1. For CSI prediction, it is proposed to use relative throughput as default metric.
Proposal 2. Format of input to encoder/output of decoder could be considered, which also including input dataset pre-processing. 
Proposal 3. Our views on two-sided testing options comparison are listed in the following table with additional notes.
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