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1. Introduction
In 3GPP RAN#94e meeting, the latest SID has been approved. According to the SID, the study will focus on the general issues, evaluations for three different use cases and other aspects relate to specification impacts. 
Three use cases which confirmed by RAN1:
	· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


The RAN4 scope in this SID:
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk30969022]In this contribution, we will discuss the RAN4 related specific issues

2. Discussion
2.1 Consideration of  Generalization
Generalization refers to the model's ability to adapt properly to new, previously unseen data, drawn from the same distribution as the one used to create the model. In other words, generalization examines how well a model can digest new data (mostly corresponding to new environment/scenario) and make correct predictions (for unseen/new environment or scenario) after getting trained on a training set.
For RAN4, we main define the worst requirement, and discussions suggest that the same applies to the validation of generalization. Firstly, we know that the real environment is quite complex. After defining a model in the testing environment, we usually deploy it in the real environment since the radio conditions will definitely change, and more noise or interference factors will greatly reduce the performance of the model, resulting in poor generalization of the model. Therefore, in the testing environment, whether we need to identify specific scenarios and/or configurations to verify whether the performance of the model will increase or maintain, or define a minimum level of performance, is the main key to our research.
From my perspective, for the scenario of UE capability report, which is AI authentication, it can be identified. Otherwise, the remaining scenarios can be regarded as the other scenarios. E.g. we would like to verify the AI model performance under TDL-C which is the identified scenario (supported by the UE capability) and the TDL-A is the other scenario. However, this doesn’t mean that the performance under TDL-A which is not supported by the UE capability will have the significantly degradation, on the contrary, we shall also confirm that is the performance the same under TDL A.
Proposal 1: The scenario of UE capability report, which is AI authentication, it can be identified. Otherwise, the remaining scenarios can be regarded as the other scenarios for test.
Another issue shall be considered, what the minimum level of performance for each identified scenario is. In TR38.843, the goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:
-	details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
-	what the minimum level performance for each identified scenario and/or configuration is
-	what the significant degradation for other scenarios and/or configurations is
 I deem that when we study the minimum level of performance, it shall be studied per use case, that is, different cases have different KPIs to verify the performance of the related AI models even if under the same identified scenarios. How can we define the minimum level of performance? As is well known, the purpose of studying AI-enabled method is to improve the performance other than the complexity and overhead than legacy method. So the legacy performance can be as the baseline when we defining the minimum performance of  AI-based method for each identified scenario.
Proposal 2: The minimum level of performance shall be studied per use case.
Proposal 3: The legacy performance under different use cases can be as the baseline to judge the minimum performance of  AI-based method for each identified scenario.
Above the agreements, we shall also consider the performance under other scenarios. We just mentioned that, RAN4 can verify the performance or minimum level of performance for identified scenarios, but the significant degradation shall not be occurred. We have not discussed what is the boundary especially the lower bound for judging the performance is degraded or not so far. What the significant degradation for other scenarios and/or configurations is. First of all, I deem that the margin will be needed for judging the performance has the significant degradation or not. We just verify the performance gain of the AI model under the identified scenarios to confirm the generalization of the AI model. The margin shall be added based on the known performance gain for identified scenario and then we have the rules to judge and guarantee the significant degradation will not occur and take the corresponding measures even if it happens.
Proposal 4: The margin shall be added based on the known performance gain for identified scenario to judge what is the significant degradation for other scenarios and try to guarantee that it will not occur.
2.2 Consideration of  test data handling
We RAN4 has also studied the test data handling in the few meetings and in the last meeting we had the related agreements as below:
	Issue 1-7: Test data handling 
Agreement: 
· For inference test, use synthetic channels as baseline, and check whether it can be used for the individual use case


Based on the above agreement, we will use the synthetic channels as baseline. From my perspective, the synthetic means the combination with the following points:
-	Various deployment scenarios, e.g., UMa, UMi and others; e.g., 200m ISD or 500m ISD and others; e.g., same deployment, different cells with different configuration/assumption; e.g., gNB height and UE height; 
-	Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others
-	Various UE mobility, e.g., 3km/h, 30km/h, 60km/h and others
However, there is a problem for the above agreement, that is, what does the “check whether it can be used for the individual use case” mean? We have two understandings: 1. The different use case has the different synthetic channels. 2. One synthetic channels shall be used for the individual use case. In this meeting the clarification shall be needed. From my perspective, the option 1 is fine for me since the different use cases has the different processing procedure based on the other working groups, and in order to guarantee the generalization the different use case shall owns the unique testing data. For option 2, if we use the same synthetic channels for individual use cases, the performance gain may not be increased than the legacy.
Observation 1: 1. The different use case has the different synthetic channels. 2. One synthetic channels shall be used for the individual use case
Proposal 5: RAN4 shall confirm that the different use case has the different synthetic channels.
Proposal 6: RAN shall consider how to design the synthetic testing data.

3. Conclusions
In this contribution, we got following proposals
Proposal 1: The scenario of UE capability report, which is AI authentication, it can be identified. Otherwise, the remaining scenarios can be regarded as the other scenarios for test.
Proposal 2: The minimum level of performance shall be studied per use case.
Proposal 3: The legacy performance under different use cases can be as the baseline to judge the minimum performance of  AI-based method for each identified scenario.
Proposal 4: The margin shall be added based on the known performance gain for identified scenario to judge what is the significant degradation for other scenarios and try to guarantee that it will not occur.
Observation 1: 1. The different use case has the different synthetic channels. 2. One synthetic channels shall be used for the individual use case
Proposal 5: RAN4 shall confirm that the different use case has the different synthetic channels.
Proposal 6: RAN shall consider how to design the synthetic testing data.
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