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1. Introduction
In RAN plenary #94 meeting, a new SID[1] for Rel-18 was approved to study the AI/ML for NR air interface. The objectives for RAN4 of this SID are listed as follows.
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


In this document, we will provide some initial views on the interoperability and testability for beam management from the general test framework perspective. 
2. Discussion
Based on the progresses in the previous meeting, there were several typical use cases incorporated in [2], which are listed below.
	Agreement:
· Beam management
· Spatial-domain DL beam prediction
· Temporal DL beam prediction




In addition, the framework of AI/ML is illustrated in Fig 1 during RAN2 discussion.
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Fig 1: AI/ML framework
To facilitate discussion, RAN2 has agreed the following terminologies :
As seen in Figure 4.4-1, the general framework consists of:
-Data Collection is a function that provides input data to the Model Training, Management, and Inference functions.
oTraining Data: Data needed as input for the AI/ML Model Training function.
oMonitoring Data: Data needed as input for the Management of AI/ML Models or AI/ML 	 functionalities.
oInference Data: Data needed as input for the AI/ML Inference function.
-The Model Training function performs the AI/ML model training, validation, and testing which may generate model performance metrics which can be used as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required.  
oTrained/Updated Model: In case of having a Model Storage function, this is used to deliver trained, 	validated, and tested AI/ML models to the Model Storage function, or to deliver an updated version 	of a model to the Model Storage function.
-Management is a function that oversees the operation (e.g., selection/(de)activation/switching/fallback) and monitoring of AI/ML models or AI/ML functionalities. This function is also responsible for making decisions to ensure the proper inference operation based on data received from the Data Collection function and the Inference function. 
oSelection/(de)activation/switching/fallback: Information needed as input to manage the Inference 		function. Concerning information may include selection/(de)activation/switching of AI/ML models 		or AI/ML-based functionalities, fallback to non-AI/ML operation (i.e., not relying on inference 	process), etc…
oModel Transfer/Delivery Request: Used to request model(s) to the Model Storage function. 
oPerformance feedback/ Retraining request: Information needed as input for the Model Training 	function, e.g., for model (re)training or updating purposes. 
-Inference is a function that provides outputs from the process of applying AI/ML models or AI/ML functionalities to new data (i.e., Inference Data). The Inference function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required.
oInference Output: Data used by the Management function to monitor the performance of AI/ML 	models or AI/ML functionalities.
-Model Storage is a function responsible for storing trained/updated models that can be used to perform the inference process.
-Model Transfer/Delivery: Used to deliver an AI/ML model to the Inference function. From RAN4 perspective, the discussion should be held around the core requirements related to the functionality/model and the performance requirements so as to guarantee the availability of all the above essential components during the LCM.

Beam prediction
Beam management case 1 is the spatial-domain DL beam prediction for set A of beams based on measurement result of set B beams which the set B beams is the subset beam of set A, the best beams shall be estimated through AI/ML based BM methods with L1 measurements on a beam subset as the figure shown:
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Another sub use case is beam management case 2 which is the time-domain DL beam prediction for set A of beams based on the historic measurement results of set B of beams. The best beam in the future can be predicted through AI/ML based BM methods based on the beam quality at the current and historical time as the figure shown:
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Since RAN1 mainly put the focus on the spatial-domain beam prediction, we can firstly analyze the BM-case 1 since compared to the spatial domain an additional dimension of time has been added in the time-domain, the main procedure is below:
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Training inputs collection and model training phase:
1. The number of beam is 8*8. gNB performs the full beam sweeping and UE measures RSRP of every beam and obtain the outcome of RSRP and related optimal beam ID.
2. Require the results of the measured RSRP and related optimal beam ID.
3. Feedback training inputs (Set B) to NW side.
4. The model training/inference is held at NW side (NW-side model).
Model inference phase:
5. Sparse/wide SSB beam sweep. Set B beam is the pre-configured patterns of Set A, perform the beam sweep and measure the RSRP of Set B at UE side (find the maximum RSRP value when ranking).
6. RSRP feedback. After measuring the RSRP of Set B on the UE side, feedback the RSRP measurement results to the network side. (It should be noted that there is a regulation in RAN1: when reporting, the best RSRP beam should be reported first, and it does not matter how the remaining beams are reported in order.)
7. AI/ML based beam inference. The RSRP measurement results fed back by UE are used as input for model inference (a. the measurement results of B are input; b. NW side training and inference are conducted on the network side), and the predicted Top-K beams will be obtained.
8.9.10.11. Confirm Top-1 beam.  
That is to say, during beam measurement, although the UE needs to monitor and estimate the channel quality of MN beam pairs, it does not need to report the channel quality of all beam pairs to the base station. It only needs to select the optimal beam pair for reporting, and the received beam corresponding to the optimal beam pair only needs to be stored in the UE and does not need to be reported to the base station. In the subsequent transmission process, the base station only needs to indicate the transmission beam selected by the UE, and the UE can use the corresponding receiving beam for reception processing based on stored information. From the perspective of cost savings, it is not necessary to report the channel quality information or IDs of all transmitted beams to the base station. Only L transmitted beams can be selected for reporting. According to the above figure, it can be seen that UE reports the Top-1 beam.
From RAN4 perspective, we need to evaluate the performance metrics which are agreed in RAN1 and in TR38.843, the following aspects need to be studied:
	Both spatial-domain DL beam prediction and temporal DL beam prediction are considered.
For metrics for beam management requirements/tests, the following test metrics are identified and could be considered
-	Option 1: RSRP accuracy
-	Option 2: Beam prediction accuracy
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam"
-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
-	Related measurement accuracy can be considered to determine x
-	Option 4: combinations of above options
The overhead/latency reduction should be considered for the requirements as the side condition. 



For model input, measurement on a sub set of beams or historical beams are used.
	Test of input: Performance requirement on BM model input should be studied such as beam measurement accuracy.
For model output and monitoring, the intermediate KPIs shall be considered for performance evaluation.
	Test of output: 
· RSRP accuracy of the predicted beams shall be used for BM model inference performance tests.
· The beam prediction based on AI/ML method makes the measurement be simplified than actual measurements by using the AI model to predict the measurement results and the testing performance metrics is to evaluate whether the predicted measurement accuracy meets the requirements.
Test of performance monitoring:
· UE shall monitor and estimate the performance of AI/ML based BM model through RSRP accuracy.
· The AI/ML model shall be updated or optimized and give the performance feedback or the retraining request if the UE reports its failure.
For BM use-case the UE runs inference based on functionality using RSRP as input to predict RSRP of Top-K beams as output or Top-K beam IDs as output. For BM-Case1 (DL Tx Spatial domain beam prediction) and BM-Case2 (DL Tx Temporal domain beam prediction), when Set B is subset of Set A, the predicted Top-K beams might be only in Set A or some of predicted Top-K beams might be in Set B too. We just list the general aspects above and for the beam management the RSRP prediction accuracy and beam prediction accuracy shall be studied:

Performance accuracy requirements:
RSRP prediction accuracy：
For RSRP prediction, the UE shall report the predicted RSRP corresponding to predicted beams ID, then the TE will check whether the range of predicted RSRP of Top-K beams includes the RSRP value of strongest beam. If the strongest RSRP value is the predicted range of RSRP of Top-K beams, then the TE will verify whether the predicted strongest beam matches with RSRP of strongest beam from legacy. If the strongest matches the legacy, there is no error and the AI/ML method is better. Otherwise, the tolerance margin will be used to justify the performance, if the difference between the predicted value and the legacy value is smaller than tolerance margin the test is valid and on the contrary, the test fails. Additionally, TE knows the ideal RSRP data and the predicted RSRP can compare to the predicted.

Observation 1: The UE shall report the predicted RSRP corresponding to predicted beams ID, then the TE will check whether the range of predicted RSRP of Top-K beams includes the RSRP value of strongest beam.

Beam prediction accuracy:
For the beam prediction accuracy, the UE will report the predicted beam ID, then the TE will check whether predicted Top-K beams ID includes the strongest beam. If the strongest beam ID is in the predicted Top-K beam ID, then the TE will verify whether the predicted strongest beam is the same as strongest measured beam or legacy. If the strongest beam ID is same as legacy the AI/ML method is better. Otherwise, the test fails.

Observation 2: The UE will report the predicted beam ID, then the TE will check whether predicted Top-K beams ID includes the strongest beam.
Proposal 1: The RSRP accuracy of Top-K or Top-1 predicted beams shall be used as performance metrics for AI/ML based beam management.
Proposal 2: Top-K or Top-1 beam ID prediction accuracy shall be used as performance metrics for AI/ML based beam management.   
Different assumption （measurement error）
When specify performance requirements for AI/ML based beam management, the impact due to different assumption shall be considered in TR38.843:
TS 38.843 6.3.2：
	Performance with measurement error
The performance impact of the relative L1-RSRP measurement error can be optionally evaluated for both DL Tx beam and beam pair prediction

-  Considering ±2 dB relative measurement error,
-	evaluation results from 3 sources show that the beam prediction accuracy degrades 6%~10%in terms of Top-1 beam prediction accuracy comparing to the one without measurement error.
-	Considering ±3 or ±4 dB relative measurement error, 
-	evaluation results from 4 sources show that the beam prediction accuracy degrades 14% (with 3dB error) ~20% (with 4dB error) in terms of Top-1 beam prediction accuracy comparing to the one without measurement error.

When the relative measurement accuracy increased to ±6 dB, the beam prediction accuracy degrades 22%~30% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error.


for BM-Case1 DL Tx beam prediction, when Set B is a subset (1/4) of Set A, without differentiating BB errors and RF errors modelled as truncated Gaussian distribution,  according to evaluation results [2], considering ±2 dB relative measurement error, the beam prediction accuracy degrades 6%~10% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. With ±3 or ±4 dB relative measurement error,  the beam prediction accuracy degrades 14% (with 3dB error) ~20% (with 4dB error) in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. When the relative measurement accuracy increased to ±6 dB, the beam prediction accuracy degrades 22%~30% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error.
Observation 3: The different assumptions may impact the related requirements such as measurement error.
Proposal 3: RAN4 shall consider the different assumptions when specify the performance requirements for AI/ML based beam management.
TE capability
For BM-case1 or BM-case 2, the downlink beam prediction for Set A of beams is based on the AI/ML model input of Set B. For the test of the AI/ML based beam management, the Tx beam prediction with Set B is 1/4 of Set A or 1/8 of Set A or1/16 of Set A. When the multiple beams are assumed as the model input, the TE will be capable to support the testing of the corresponding numbers of beams, which requires enhanced capability of TE, it will bring high complexity and high cost for the setup of the test system and the feasibility of the test needs to be further considered.
Proposal 4: RAN4 shall consider the TE capability since it may bring the high complexity and high cost.
L1-RSRP absolute accuracy test requirement
Another issue shall be considered is the upper and lower bound of the ground truth, the test is to verify whether the L1-RSRP measurement accuracy is within the specified limits, and in the TS38.133 we can see as below:
	Cited from TS38.133 [clause A7.7.4 L1-RSRP measurement for beam reporting]
Table A.7.7.4.1.3-1: L1-RSRP absolute accuracy test requirement
	
	Test requirement Notes1,2,3

	SSB0
	SSB_RP0 -δ + Gmin ≤ Reported RSRP(dBm) ≤ SSB_RP0 +δ + Gmax

	SSB1
	SSB_RP1 -δ + Gmin ≤ Reported RSRP(dBm) ≤ SSB_RP1 +δ + Gmax

	Note 1:	SSB_RPn is the equivalent power received by an antenna with 0dBi gain at the centre of the quiet zone configured in the test for the SSB n under consideration
Note 2:	δ is the RSRP absolute accuracy requirement from Table 10.1.20.1.1-1, selected according to the Io used in the test
Note 3:	Gmin and Gmax are the minimum and maximum UE gain values from Table B.2.1.5.1-1, selected according to the UE power class





Firstly, we can see that there are three influencing factors in the study of upper and lower limits in the legacy: SSB_RP, measurement accuracy (absolute accuracy), and maximum/minimum UE gain. In the simulation verification, it is assumed that the channel is an AWGN channel. Under this channel condition, the upper and lower bounds can be modeled through simulation measurements and the truth values can be obtained based on the conditions in the above table. However, if the channel condition becomes a fading channel, it is considered a challenge to obtain the ground truth values of the upper and lower bounds. Therefore, it is considered whether to consider fading channel conditions in the testing environment. If so, how to obtain comparable ground truth values of the upper and lower bounds can be obtained through simulation measurements values.
Observation 4: In the legacy test, the AWGN channel is assumed as the propagation condition in the test and the upper and lower bound of ground truth values have been confirmed. However, if the fading channel is considered how to define the upper and lower bound.
3. Conclusion
In this contribution, we have the following observations and proposals for the AI/ML :
 Observation 1: The UE shall report the predicted RSRP corresponding to predicted beams ID, then the TE will check whether the range of predicted RSRP of Top-K beams includes the RSRP value of strongest beam.
Observation 2: The UE will report the predicted beam ID, then the TE will check whether predicted Top-K beams ID includes the strongest beam.
Proposal 1: The RSRP accuracy of Top-K or Top-1 predicted beams shall be used as performance metrics for AI/ML based beam management.
Proposal 2: Top-K or Top-1 beam ID prediction accuracy shall be used as performance metrics for AI/ML based beam management.
Observation 3: The different assumptions may impact the related requirements such as measurement error.
Proposal 3: RAN4 shall consider the different assumptions when specify the performance requirements for AI/ML based beam management.
Proposal 4: RAN4 shall consider the TE capability since it may bring the high complexity and high cost.
Observation 4: In the legacy test, the AWGN channel is assumed as the propagation condition in the test and the upper and lower bound of ground truth values have been confirmed. However, if the fading channel is considered how to define the upper and lower bound.
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