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1. Introduction
[bookmark: _Hlk134894944]RAN4 has studied many aspects about AI/ML aspects in Rel-18 SI stage, including general aspects, use case and testability and interoperability. The outcomes of the study are captured in TR 38.843 [1]. At the current stage in Rel-19 work item phase [2], many general issues still need to be further analyzed and studied in RAN4. In this contribution, we further provide our views on general aspects for AI/ML NR air interface based on the latest outcome reached in the last meeting [3].
2. [bookmark: _Hlk73468315]Discussion
[bookmark: _Hlk163033829]2.1	Test post-deployment
	Issue 1-2: Post deployment handling
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded



For further discussion, we would like to firstly clarify our understanding on each bullet in the agreement, combined with the Fig.1. 
[bookmark: _GoBack]For Option 1, the conformance test refers to the process A depicted in Fig.1. Before the delivery of device with AI model/functionality, the conformance test is conducted to ensure the performance on AI models/functionalities for each use case. However, in our understanding, the performance on models in post-deployment phase cannot be ensured by conducting conformance test before deployment. 
For Option 2, the performance monitoring is shown as the process C. The monitoring refers to the procedure that normally monitor the inference quality on activated/working models based on performance metrics/methods and further perform decision-making process based on evaluation results. If the performance on model is detected to become poor or some failure occurred during monitoring, the model management procedures shown as the process D (e.g., fall-back/switching/deactivation) can be conducted. Basically, designing the test for verify the performance monitoring at least can ensure the performance on models/functionalities which have been ever tested in the conformance test. 
Further, if considering the case that there is model transfer/update, the verification is also needed as to check whether the performance of updated/transferred models can meet supposed expectations. In more details, the verification needs to include two parts: 1. To verify the process of model update/transfer; 2. To verify the performance validation on updated/transferred model. So far, the performance monitoring mechanisms are not fully discussed in RAN1. For this case, whether the performance monitoring method can well work is still unclear before the whole procedure on monitoring is fully worked out by other working groups. From testing perspective, to handle the performance verification specifically for model update/transfer case, we propose to define the test to verify the performance validation together with model transfer/update as Option 3 illustrated. 


Fig. 1
Specifically, the performance validation of process B is more like a one-shot check process to validate the performance on models which may be updated/changed or transferred/delivered by other entity. If the performance validation failed, the model management procedures shown as the process D (e.g., fall-back/switching/deactivation) also needs to be conducted.
As for the details on how to design the performance validation of process B, RAN1 work needs to be involved. For reference, here we would like to share our thinking on validation scheme by taking CSI compression and positioning as examples.
Considerations on post-deployment test for AI/ML based CSI compression
For CSI compression, there may be several validation methods for post deployment testing:
· Method 1: UE obtains the test dataset containing only the channel (encoder input), gets the PMI by inputting the channel into the encoder, and then reports the PMI to the NW. The NW then determines whether the UE model is working properly based on the PMI feedback from the UE. The test dataset may be provided by NW or specified in TS.
· Method 2: UE obtains the test dataset containing both the channel and PMI. UE puts the channel into the encoder to obtain the PMI and then determines if the model is working properly. Then the UE can report whether the deployed model passed the test or not. The test dataset may be provided by NW or specified in TS.
· Method 3: UE collects the channel data from received RS, puts it into the encoder to obtain the PMI, then reports the channel and PMI back to the NW. The NW determines if the UE model is working properly based on the channel and PMI feedback from the UE.
· Method 4: The UE and NW both use the new model to obtain Tput1. Then, the UE and NW use non-AI codebook or randomly chosen PMI to obtain Tput2. The NW compares Tput1 with Tput2 to determine if the UE model is working properly.
In Method 1, 2 and 3, the number of data samples would be not large, since these samples are used to verify whether the transferred model is implemented correctly. Maybe tens or hundreds of samples would be enough. Then the sinalling overhead and the latency would be not affordable. Moreover, the test dataset could be specified in TS to further reduce the overhead and latency. This is the conformance test, not the performance test. The characteristic of the test dataset does not need to meet the actual wireless environment.
Method 4 is similar to RAN4 test of non-AI codebooks. Unlike the stable conditions in RAN4 test, the over-the-air Tput results are influenced by actual channel conditions. Sometimes, the transferred model may work normally but Tput1 may not meet the requirement. So, Method 4 is not suitable for the post deployment test.
Proposal 1: Further study necessity of post deployment testing. For CSI compression, several validation methods can be considered as options for post deployment testing:
· Method 1: The UE obtains a test dataset containing only the channel (encoder input), obtains the PMI by encoder inference, and then reports the PMI to the NW. NW decide the results.
· Method 2: UE obtains the test dataset containing both the channel and PMI. UE decide the results.
· Method 3: UE reports the channel and PMI to NW. NW decide the results.
Considerations on post-deployment test for AI/ML based positioning
For direct AI/ML positioning, it is not possible for UE to obtain its ground truth value for position, no matter which methodologies are used, e.g., GNSS, motion sensor, OTDOA, etc. All these methods would bring errors and cannot be treated as the ground truth value of target UE. However, the PRU (positioning reference unit), which is a type of use equipment with known location information, can perform positioning measurements, is introduced in Rel-18 positioning. With the known location and measurement information of nearby PRU, UE/NW can perform label-based performance validation by comparing the model output position with the known PRU location, while the model input is the channel measurement of PRU.  
For AI/ML assisted positioning, PRU measurements together with the location information are still needed. Also, some other information, e.g. locations of TRPs stored in AMF, is also needed. Based on the assisted information, the ground truth value of intermediate feature can be calculated by geometry. Similar label-based validation procedure can be performed as the above contents for direct AI/ML positioning.
In TS 38.305, some information can be transferred from LMF to UE as assistance data according to the following table. At least the contents highlighted in yellow can be used for deriving the ground truth value for model output.
Table 8.12.2.1.0-1: Assistance data that may be transferred from LMF to the UE
	Information 
	UE‑assisted 
	UE‑based 

	Physical cell IDs (PCIs), global cell IDs (GCIs), ARFCN, and PRS IDs of candidate NR TRPs for measurement
	Yes
	Yes

	Timing relative to the serving (reference) TRP of candidate NR TRPs
	Yes
	Yes

	DL-PRS configuration of candidate NR TRPs
	Yes
	Yes

	Indication of which DL-PRS Resource Sets across DL-PRS positioning frequency layers are linked for DL-PRS bandwidth aggregation
	Yes
	Yes

	SSB information of the TRPs (the time/frequency occupancy of SSBs)
	Yes
	Yes

	Spatial direction information (e.g. azimuth, elevation etc.) of the DL-PRS Resources of the TRPs served by the gNB
	No
	Yes

	Geographical coordinates of the TRPs served by the gNB (include a transmission reference location for each DL-PRS Resource ID, reference location for the transmitting antenna of the reference TRP, relative locations for transmitting antennas of other TRPs)
	No
	Yes

	Fine Timing relative to the serving (reference) TRP of candidate NR TRPs
	No
	Yes

	PRS-only TP indication
	Yes
	Yes

	The association information of DL-PRS resources with TRP Tx TEG ID
	No
	Yes

	LOS/NLOS indicators
	No
	Yes

	On-Demand DL-PRS-Configurations, possibly together with information on which configurations are available for DL-PRS bandwidth aggregation
	Yes
	Yes

	Validity Area of the Assistance Data
	Yes
	Yes

	PRU measurements together with the location information of the PRU
	No
	Yes

	Data facilitating the integrity results determination of the calculated location
	No
	Yes



Based on the analysis, the post deployment test can also be feasible by performing label-based model output performance validation, and the test metrics should be KPIs defined in RAN4 accuracy requirement.
However, the label-based model input validation may be hard to conduct since the ground truth value of channel estimation is difficult to obtain. One potential feasible way is to transmit a package of additional reference dataset from LMF or server to the AI-deployed entity, and the dataset can be used as the ground truth for model input. In that case, the post deployment test can be feasible by comparing the provided ground truth value and the estimated channel measurements, and the test metrics should be KPIs defined in RAN4 accuracy requirement, if the model input KPI is identified by RAN4. Besides, if the reference dataset contains the ground truth value of model input and output, the post-deployment test can be easily performed like the test procedure in pre-deployment test. The dataset can be generated by entity vendors or defined in the specifications. 
Proposal 2: On post-deployment test for AI/ML based positioning, label-based model output validation can be used for post-deployment test since the ground truth value of PRU can be obtained by solutions.
Proposal 3: On post-deployment test for AI/ML based positioning, label-based model input validation can be used for post-deployment test by preparing additional reference dataset as the ground truth for model input.
Based on the above analysis on the Options proposed in post-deployment handling issue, it can be found that the Option 1, Option 2 and Option 3 work for different phase during the whole life cycle. For Option 1, it aims to ensure the performance on default-models before the deployment. For Option 2, the testing on performance monitoring is mainly to monitor models which have passed the conformance testing by verifying performance metrics/methods in post-deployment phase. And for Option 3, it aims to handle the case that model update/transfer occurs. To ensure the AI performance before and after device deployment, they are all needed for different phase. 
Proposal 4: To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring
· Depend on the other WG progress
· Monitoring can be used for managing fallback/model update/model switching/model transfer, if applicable
· Option 3: Define the test to verify the performance validation together with model transfer/update 
· validation scheme can be designed by RAN1
NOTE: Option 1, Option 2 and Option 3 are all needed for ensuring the AI performance for different life cycle
3. Summary
In this contribution, we provided our views on general aspects for AI/ML. Based on above analysis, following proposals are present.
Proposal 1: Further study necessity of post deployment testing. For CSI compression, several validation methods can be considered as options for post deployment testing:
· Method 1: The UE obtains a test dataset containing only the channel (encoder input), obtains the PMI by encoder inference, and then reports the PMI to the NW. NW decide the results.
· Method 2: UE obtains the test dataset containing both the channel and PMI. UE decide the results.
· Method 3: UE reports the channel and PMI to NW. NW decide the results.
Proposal 2: On post-deployment test for AI/ML based positioning, label-based model output validation can be used for post-deployment test since the ground truth value of PRU can be obtained by solutions.
Proposal 3: On post-deployment test for AI/ML based positioning, label-based model input validation can be used for post-deployment test by preparing additional reference dataset as the ground truth for model input.
Proposal 4: To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring
· Depend on the other WG progress
· Monitoring can be used for managing fallback/model update/model switching/model transfer, if applicable
· Option 3: Define the test to verify the performance validation together with model transfer/update 
· validation scheme can be designed by RAN1
NOTE: Option 1, Option 2 and Option 3 are all needed for ensuring the AI performance for different life cycle
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