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1 Introduction

This WF captures the agreements for the discussion carried out on AI/ML under the [110][141]NR_AIML_air thread.
2 Agreements
2.1 General Issues 

2.1.1 Agreements in main session:
Issue 1-1: Generalization update 

Agreement:

· For AI/ML generalization [tests/requirements]

· RAN4 should discuss it and decide the requirements/tests for each AI feature in the case-by-case manner

Issue 1-2: Post deployment handling

Agreement: 

· To ensure the AI performance after device deployment, discuss the following options further

· Option 1: Conduct the conformance testing for AI model/functionality before deployment

· FFS on the feasibility

· Option 2: Design the test to verify the performance monitoring 

· Depend on the other WG progress

· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable

· Other options are not precluded

Issue 1-5: On device training/fine-tuning

Agreement: 

· Come back to this issue after the other WG finalizes the corresponding procedure.

Issue 1-6: Combinations of features/capabilities

Agreement: 

· Postpone the discussion for this issue until the Perf part.

Issue 1-7: Test data handling 

Agreement: 

· For inference test, use synthetic channels as baseline, and check whether it can be used for the individual use case

2.2 Testability and interoperability issues for beam management
2.2.1 Agreements in ad-hoc session (R4-240xxxx)
Issue 2-1: Metrics/KPIs for Beam prediction requirements/tests

Companies to bring further proposals on how to study the impact of measurement accuracy on prediction accuracy.

Issue 2-2: Measurement accuracy 

Companies to bring further proposals on how to study the impact of measurement accuracy on prediction accuracy.

Issue 2-3: Test setup feasibility for FR12

Companies are invited to provide further analysis on what the test setup should enable in terms of test environment

2.3 Testability and interoperability issues for positioning accuracy enhancement

2.3.1 Agreements in ad-hoc session (R4-240xxxx)
Issue 3-2: Requirements for case 3a/3b

RAN4 will not define positioning accuracy requirements for case 3a/3b

Issue 3-6: Requirements for case 2a/2b

RAN4 to come back to case 2a/2b based on progress in the other working groups

2.4 Testability and interoperability issues for CSI compression and CSI prediction

2.4.1 Agreements in ad-hoc session (R4-240xxxx)
Issue 4-1: CSI Prediction Accuracy metrics

· Proposals

· Option 1: Prediction accuracy can be used as KPI/metric

· Option 2: Prediction accuracy cannot be used because the “correct” value is not available

· Option 3: Throughput should be the default metric, others should be discussed only if throughput is not feasible

· Option 4: Others

Agreement:
· Agree option 3 for inference only. TBD whether we use relative or absolute throughput.

· Monitoring will be discussed separately. 

Issue 4-2: Testing options for 2-sided model

RAN4 to further discuss only options 3 and 4

2.4.2 Other Agreements
Issue 4-3: Option 3 for 2-sided model

The table below contains a set of parameters which are needed in the process of the checking the feasibility of Option 3. The parameters in green are agreed. The parameters in yellow are tentatively agreed. The other paramaetrs are still under discussion. Other parameters that are not yet listed might also be needed.
Companies are invited to bring proposals on which parameters to use in future meetings.

	Category
	Parameter
	Description/Examples

	Model architecture parametersa
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, activation layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports

Other parameters FFS (e.g. rank)

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)


