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In this contribution we analyze the RRM requirements for Rel-18 TDCP measurements. 
Discussion

In the last meeting the following WF was agreed as there no consensus was reached on whether to define TDCP accuracy requirement or not. Our simulation results from the last meeting are provided in Appendix for reference. 

· No RRM core requirement to be defined, and further discuss the following options:
· Option 1: Define accuracy and test cases as part of performance requirement
· Option 2: Do not define accuracy requirement but define test cases for particular configurations as part of performance requirements
· Option 3: Do not define accuracy requirement and test cases as part of performance requirements

Regarding definition of TDCP accuracy requirements, the main concern from companies was, that the range of the TDCP accuracy as observed from the results from different companies was quite high and defining accuracy requirement with such high variation levels may not be meaningful.  

The simulation results submitted by many companies in the last meeting did not include any noise suppression, which increased the variance of the estimated TDCP values across different SNRs and resulted in a difficulty to define accuracy requirements. We believe that noise suppression is a minimal required step in channel estimation without which not even the Rel-15 demodulation requirements can be met. Furthermore, the estimated autocorrelation at  delay used for normalization includes energy of the noise samples, by default, resulting in a smaller estimated normalized autocorrelation when compared to the ideal autocorrelation. A simple subtraction of estimated noise variance (see Appendix A) results in much more accurate TDCP values. The energy of noise samples or noise variance is a crucial measurement needed by many other channel estimation related tasks at a receiver and does not require extra effort for using it in TDCP in our opinion.

Having said that, due to limited time, to make progress, we would like to propose the following two approaches to choose between for defining the requirements or test cases. 




Approach 1: Defining generic requirements and test cases for SNR above certain threshold

· Step 1: Define the accuracy requirements and define the applicability of accuracy requirements such that these accuracy requirements are only applicable for SNR above a certain threshold.
· Step 2: Agree on the configurations for the test
· Step 3: Define the test case where the measured value shall be in the range of expected value for [Y1]% of the total number of the tests. Y1 can be FFS

Approach 2: Instead of defining generic accuracy requirements which are applicable for specific SNR conditions, defining the test cases for TDCP under specific scenarios (e.g., doppler spread and SNR) by considering different companies results into consideration.

· Step 1: Determine the configuration (e.g., SNR, doppler spread) for the test.
· Step 2: for the configuration agreed in step 1, determine the TDCP accuracy range (i.e., TDCP accuracy value X1 to X2) from the simulation results from different companies.
· Step 3: Define the test case for the configurations agreed in step 1 and the TDCP value UE should report to pass the test is determined from the range of values determined in step 2 (i.e., X1 to X2). For the repeated tests UE should pass the test at least [Y2]% of the times. Y2 can be FFS.

We are fine with both the approaches listed above.

Proposal 1:  RAN4 to agree on approach 1 or 2 for defining the TDCP accuracy requirements and test cases.
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Summary and Conclusion
In this contribution we analyzed the methods to define TDCP accuracy requirements and made following proposals. 
Proposal 1:  RAN4 to agree on approach 1 or 2 for defining the TDCP requirements and test cases.
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Appendix
Appendix A, Autocorrelation estimator
Let  be the received signal for the TRS subcarrier n 



where  is AWGN with



and  is the known transmitted signal (i.e. the TRS) on the TRS subcarrier n and .
We also define



(which may be viewed as a first rough estimate of the channel ) and 



The autocorrelation estimator we used in the evaluations can be written as



Here  is an interval in the time domain containing the part of the channel which is above noise. Identifying this interval is a standard part of channel estimation and should already be performed by UEs as a part of channel estimation.  is the length of the interval in samples and  is an estimate of the noise. The negative term  in the denominator corrects for the noise bias in . Note that there is no corresponding bias in the numerator since the noise at the instances  and  is uncorrelated.
The estimator may alternatively be calculated in the frequency domain in order to avoid the FFT as



where  is  filtered with a sinc-filter corresponding to the interval .

Averaging over multiple symbols within a TRS burst was done coherently. Averaging over multiple measurement occasions was, however, done incoherently taking the absolute value of  for each measurement occasion before averaging. This makes the estimator robust against phase jumps.

For normalization (i.e. in the denominator) we used the geometric average over the time instances  and  in order to make the estimator robust towards AGC as requested by UE manufacturers.


In our previous contribution [5], we have described in detail on how the ideal autocorrelation values for TDCP tests can be derived when using the TDL channel models with a specific Doppler spread (fmax).  

For TDL-A/B/C channel model, the autocorrelation is given by
,

where, 
· A is the channel auto-correlation at a configured lag . 
· J0 () is Bessel function.

Extensive simulation results were provided for the TDL-A channel and 100 MHz bandwidth for different delay spreads, SNRs, lags and number of measurements used for averaging in [5]. In [6], the link level assumptions in Table 1 for evaluating TDCP measurements were agreed. 

[bookmark: _Ref149825582][bookmark: _Ref149825551]Table 1: Link level simulation assumptions for evaluating TRS based TDCP measurements in NR
	Parameter
	Value

	Delay (between TRS symbols)
	1slot

	Channel model
	TDL-A, delay spread=30ns

	Doppler Spread
	 10, 30, 75, 100, 200, 300

	SNR
	  5:5:20

	Number of averaging samples: 
	one shot as baseline, 4 samples

	Channel BW
	10MHz

	SCS
	30KHz as baseline, 15KHz 2nd priority

	Reference Channel estimation
	LS CE for TRS as baseline, MMSE CE as 2nd priority

	Correlation matrix and antenna configuration
	1x2 Low




A lag of 1 slot was agreed as the baseline for defining the accuracy requirements. A TDL-A channel model with delay spread of 30 ns corresponds to an indoor environment with small frequency selectivity within the agreed bandwidth of 10 MHz. Small frequency selectivity within the bandwidth implies that the amplitude of instantaneous autocorrelation suffers from low averaging over frequency. 

All simulations were performed for a carrier frequency of 3.5GHz with 30kHz subcarrier spacing. A TRS with two slot bursts and a periodicity of 40ms was used. Least squares channel estimation (LS CE) was used with noise suppression.

Simulation results and requirements for a lag of 1 slot

In the following, we present simulation results for a few parameter combinations for the cases of single sample and average of 4 samples. Table 2 and Table 3 show the cdf of unquantized and pmf of quantized levels for the estimated autocorrelation amplitude at 1 slot lag for the cases of single shot measurement and averaging over 4 samples, respectively. The results are shown for SNRs = [5, 10, 15, 20] dB. 

[bookmark: _Ref149902889]Table 2: CDF of unquantized and PMF of quantized TDCP for the case of no averaging.
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[bookmark: _Ref149902897]Table 3: CDF of unquantized and PMF of quantized TDCP for the 4 samples averaging
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[bookmark: _Toc5952573]
Table 4: CDF of unquantized amplitude of estimated autocorrelation for the case of no averaging
	CDF
	SNR (dB)
	Amplitude for single shot
	Amplitude for 4 sample average 

	Doppler spread = 10 Hz, Ideal value=0.99975

	10%
	[5, 10, 15, 20]
	[0.9944, 1, 1, 1]
	[0.99887,1, 1,1]

	50%
	[5, 10, 15, 20]
	[1, 1, 1, 1]
	[1,1, 1, 1]

	90%
	[5, 10, 15, 20]
	[1, 1, 1, 1]
	[1,1, 1, 1]

	Doppler spread = 100 Hz, Ideal value=0.99778

	10%
	[5, 10, 15, 20]
	[0.9517, 0.95474, 0.95483, 0.95515]
	[0.96491, 0.96643, 0.96592, 0.96611]

	50%
	[5, 10, 15, 20]
	[0.9931, 0.99267, 	0.99208, 0.99208]
	[0.98869, 0.98738, 0.98692, 0.98674]

	90%
	[5, 10, 15, 20]
	[1, 	1, 1, 1]
	[1, 0.99759, 0.99675, 0.99654]

	Doppler spread = 200 Hz, Ideal value = 0.90371

	10%
	[5, 10, 15, 20]
	[0.8112, 0.81225, 0.81238, 0.81134]
	[0.85943, 0.85782, 0.85696, 0.85721]

	50%
	[5, 10, 15, 20]
	[0.9518, 0.94988, 0.94937, 0.9488]
	[0.93154, 	0.92909, 0.92836, 0.92804]

	90%
	[5, 10, 15, 20]
	[0.9947, 0.99138, 0.99056, 0.99027]
	[0.97154, 	0.96778, 0.96707, 0.96689]

	Doppler spread = 300 Hz, Ideal value = 0.78996

	10%
	[5, 10, 15, 20]
	[0.6235, 0.6208, 0.62045 , 0.61932]
	[0.72973, 0.72513, 0.72614, 0.72534]

	50%
	[5, 10, 15, 20]
	[0.88274, 0.88058, 0.87995, 	0.87962]
	[0.84625, 0.84331, 0.84215, 0.84189]

	90%
	[5, 10, 15, 20]
	[0.972978, 	0.96955, 0.96879, 0.96849]
	[0.92185, 	0.91883, 0.9178, 0.91741]




In the above table we summarize the TDCP CDF plot for different SNR values and Doppler spreads. In some scenarios, owing to the small bandwidth and small delay spread, the instantaneous autocorrelation estimates in the case of single measurement deviate from the ideal autocorrelation to some extent and still within the range of RAN4 requirements we generally define. The impact of SNR and therefore noise is not significant for Doppler spreads greater than 30Hz as discussed in [5].

However, in the case of 4 samples averaging, the time averaging reduces the deviation of the estimated autocorrelation amplitude from the ideal autocorrelation to a large extent despite the small bandwidth and delay spread. In the following discussion we focus on the case of 10 dB SNR and 4 samples averaging.
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[bookmark: _Ref149905499]Figure 1: PMF of quantized levels for the estimated autocorrelation amplitude averaged over 4 samples.


Figure 1 shows the PMF of quantized levels for the estimated autocorrelation amplitude averaged over 4 samples. From the results, it can be observed that it is possible to define accuracy requirements for selected Doppler spreads given the constraint of 1 slot lag and small bandwidth agreed. At a 1 slot lag it is harder to differentiate among different smaller Doppler spreads when there isn’t enough bandwidth to benefit from frequency averaging. Therefore, one can pick a high Doppler spread, e.g., 300 Hz and a low Doppler spread 10 Hz as two scenarios that can be easily distinguished. 

From observing the results, an accuracy test can be defined as that the reported values by a UE must be within a window that includes levels around the ideal value that contribute to X% of values seen in simulations. For instance, for the case of 300 Hz such a window could include levels Q8 to Q12 as shown in figure 1. We think accuracy window of ±3 quantization levels from the ideal value are acceptable from RAN4 accuracy point of view. And for the case of 10 Hz, since the values are close to 1, the window could be relaxed and could include levels Q0 to Q3. Furthermore, a UE could be required to pass the test only P% of the time. 

Based on the simulation results, as we can observe, for higher doppler, accuracy is around 3 levels from the ideal value calculated.
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