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1	Introduction
During RAN#102, a WI on AI for PHY was agreed. The WI scope includes beam prediction and positioning. Two-sided CSI and CSI prediction will continue to be studied with a check-point after August.
The introduction of AI PHY into RAN4 necessitates careful thinking around the purpose of RAN4 requirements and RAN4/5 tests, what is needed to ensure interoperable and satisfactory performance and what is feasible from a test perspective.
Compared to existing, non-AI based approaches, at least the following are new for AI:
· It may not be possible to make assumptions about the behavior of AI models in conditions outside of the conditions of the training and test data sets. For conventional algorithms, expectations on performance trends in different conditions are more feasible.
· AI models may in some cases be specialized towards particular conditions. The extent to which this is similar to non-AI being designed for specific conditions is not clear.
· It is assumed as part of the work that AI algorithms may be updated once deployed. Although this is in principle possible for non-AI, updates are not common in practice. As well as updates, in the future, the impact of reinforcement learning may also need to eventually be addressed.
· Lifecycle management (LCM) may be assumed to be a part of AI
· So-called two-sided models may be considered, in which part of the AI model is on the network side and part is on the UE side.
The RAN4 TU for AI ML PHY start from RAN4#110bis. However, since the SI conclusions can be strengthened, it is to be expected that the work will need new concepts and be complex in RAN4, the study has built up good momentum and also the need for some conclusion on the 2-sided model in August, RAN agreed to RAN4 spending some time at RAN4#110 elaborating the conclusions of the SI and preparing for the WI.
Although many detailed aspects cannot be progressed until further decisions in RAN1/2, there are still a number of general issues for which discussion in RAN4 is useful with the aim of getting further alignment. This contribution provides some views for discussion on these general issues.



[bookmark: _Ref178064866]2	Discussion

2.1 “Baseline” existing requirements and tests

During the SI phase, it was agreed that the existing requirements and tests can be used as a “baseline” for characterizing AI performance:

· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities /measurements that are to be enhanced by AI/ML based methods
· [bookmark: _Hlk149569778]Further study may be needed on what is baseline performance in conditions different to the requirement condition but within the expected range of operation.
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are carried out or are to be enhanced by AI/ML based methods



For existing requirements, it is expected that the performance will be reasonable in all conditions in which the UE or BS operates. It is not possible to perform testing in all possible conditions. Thus, tests are defined in a sub-set of conditions which are expected to be worst case.
For RF and RRM requirements, the core requirements are generic and apply in all circumstances. Test requirements are defined in specific conditions. For performance requirements, the requirements themselves are defined in specific conditions.
The test coverage should be sufficient to provide confidence that performance will be maintained in all reasonable circumstances, whilst not being overly burdensome in terms of test time.
For demodulation requirements, if operating in conditions other than those for which the requirement is defined, the performance may not be exactly the same in terms of e.g., SNR vs. throughput due to the differing characteristics of the environment. However, it is expected that performance differences will not be large or catastrophic. Some specific definition of allowed variation across different conditions has never been discussed or included into the specifications.

[bookmark: _Toc159254993]Existing RF and RRM requirements are expected to be achieved in all circumstances.
[bookmark: _Toc159254994]Existing performance requirements are defined under certain conditions, but when operating in the real-world similar performance is to be expected in other, similar conditions.

One interpretation of “taking legacy performance as baseline” could be specifically limited to achieving the same or better e.g., throughput vs SNR performance as non-AI algorithms in the RAN4 defined test conditions only. However, due to the unknown variation of AI models in other conditions, this may not equate to achieving the same performance as legacy UEs in real deployments and may be too narrow. 
An alternative definition is that the AI model should be expected to perform better than non-AI in all conditions in which it might be expected to be deployed. Such a definition is more robust in terms of ensuring proper performance of AI in the field. Some further consideration is needed though of what is a reasonable range of deployment conditions, and what is the expected performance of non-AI in conditions that are within the reasonable range of deployment conditions but not the same as the test scenarios. For RF and RRM, this is straightforward; the core requirement must be met in all circumstances. For performance requirements it is not quite as obvious. The performance of non-AI will likely need to be considered on a use-case specific basis.
[bookmark: _Toc159254999]RAN4 to discuss whether using legacy as baseline implies achieving similar performance to a non-AI that meets requirements over all expected conditions, not just the test configuration.
[bookmark: _Toc159255000]RAN4 to discuss (probably on a use-case specific basis) how to define the range of conditions over which baseline performance should be achieved and how much variation in performance there might be over different conditions.

One possibility could be to find a minimum SNR (or equivalent) in which non-AI achieves the throughput (or comparable) requirement in all conditions and use this as the minimum baseline for AI.
[bookmark: _Toc159255001]RAN4 to consider whether it would be useful to set a “minimum SNR vs throughput” that would be applicable in any relevant channel condition (a bit similar to core RF/RRM requirements).

The topic of comparison to “legacy baseline” is somewhat related to the generalizability of AI. In the generalizability section, we consider how to define test scenarios for AI.

2.3	Ensuring performance across the range of expected deployment scenarios

In this section, we consider the relationship between the requirements and test scenarios and the deployment conditions. The AI model should be capable to generalize to work in all applicable scenarios, or alternatively AI models should be switched such that an appropriate model is applied in each scenario and a minimum performance is achieved.
In academic and RAN1 terms, the term generalization typically refers to the performance of an AI model with a different dataset to the training dataset. For RAN4 performance testing, the training dataset of the model, or even how many models are used and whether different models with different training datasets are switched is not of relevance. What is of relevance however is to ensure that however the model is trained and operates, minimum performance requirements are achieved across the range of deployment scenarios.
[bookmark: _Toc159254995]RAN4 does not need to directly consider generalization. RAN4 needs to ensure that minimum performance is observed across all applicable deployment conditions
The conclusions on generalizability in the SI were captured as follows:
The necessity and feasibility of defining requirements or test to verify the generalization of AI/ML is studied. 
The goals of generalization test are to verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:
· details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· what the minimum level performance for each identified scenario and/or configuration is
· what the significant degradation for other scenarios and/or configurations is
It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition.
As for the handling of generalization tests, the following option is considered as baseline:
Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined


The conclusion discussed in general terms achieving minimum performance in some conditions whilst not being significantly degraded under other conditions.
To further elaborate and understand the conclusion, it is useful to differentiate three sets of conditions:
· Applicable deployment conditions: This is the full set of conditions under which the AI functionality is to be deployed and expected to meet RAN4 requirements.
· Test conditions: This is the set of conditions for which tests are defined and should be explicitly met.
· Other applicable non-tested conditions: This is the set of conditions that are part of the applicable deployment conditions but are not tested conditions. 

The major task when considering the test scope is to provide reasonable confidence that performance can be achieved in the other applicable non-tested conditions. One way to achieve this would be to define the entire set of applicable deployment conditions as test conditions. However, for most if not all use-cases it is likely to be completely infeasible both in terms of requirement and test definition in 3GPP and test time/complexity.
The problem for AI is that it is not currently understood how the performance of models is likely to differ between different conditions. To properly set requirements and a test scope, some study of the variation of performance over different conditions/scenarios is needed.
[bookmark: _Toc159255002]For each use case, there is a need to study how the AI model behaviour changes with different scenarios (for example, whether the change is smooth)
It may be that with reasonable test complexity, it is not possible to ensure performance across all of the other applicable but non-tested conditions. To account for this, a robust monitoring procedure that is comparable between different vendors is probably needed.
[bookmark: _Toc159254996]It is likely that a robust monitoring procedure is needed to complement conformance testing to manage performance in all conditions.
The SI assumes that testing is performed under multiple conditions, but with no dynamic variation of conditions during the test. This is good as a baseline assumption, but some care may need to be taken to ensure that any model switching (even if carried out autonomously by the UE) is captured and shown not to cause performance variation.
[bookmark: _Toc159254997]Care should be taken that non-dynamic testing captures properly any model switching behaviors.

2.3 Data collection for testing
In order to execute testing, it is necessary to assemble test data. This will consist in general of transmitted sequences modified by the channel conditions. The following methods were discussed during the SI and collected in the TR:

Different generating methods of test dataset can be used for different tests. The following candidate methods are to be considered:
· Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, etc.
· “Legacy approach” refers legacy test in which a channel model is used 
· Field dataset (data collected directly from field measurements)
· TE generates dataset for test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)
· Other methods are not precluded



To use a “legacy approach” based on an existing channel model is of course highly preferable from a practicability perspective. Gathering a dataset of field measurements is likely to be a large campaign and require widespread co-operation to achieve. Thus, assuming using a legacy approach as a baseline is reasonable.
The choice of dataset is not entirely within the hands of RAN4 to decide. It may be the case that for some use-cases, models trained using real data but tested using synthetic channel models might not perform well and would unreasonably fail tests. (The same could occur with “real” field data if the field dataset would not be representative enough). For each use-case, it will therefore be necessary to perform some examination of model performance and understand whether there is any risk that the use of synthetic channel models could cause “false fails”.
[bookmark: _Toc159255003]For each use case, RAN4 needs to study whether using synthetic channels for test data will reliably test models trained on real data.

2.4 Requirements on model monitoring reports
As discussed in section 2.2, it may not be possible for conformance testing to ensure consistent and predictable UE performance to the minimum requirement level in all conditions. Furthermore, UE models may be updated or adapted by means of reinforcement learning over time. This implies that a robust monitoring procedure may be needed. Although networks and operators are able to observe overall throughput, consider the complexity of the propagation environment, interference environment and the complexities of a UE receiver, it may not be feasible to use measurements on throughput KPIs to ensure proper performance of individual AI models.
If monitoring is performed in RAN, and if used as a means of ensuring performance then some kind of reporting for monitoring may be needed. If the reporting is in the form of radio measurements, then some kind of accuracy requirement may be needed. It may alternatively be the case that UEs report a quality metric that indicates how well the AI model is performing. What kind of metric is a topic for a RAN1 discussion. IF such metrics would be defined, there may be a need to define a requirement on the accuracy of such reporting, so that the network could rely on the consistency of the reporting between different UEs. Although some form of outer loop could be used for adjusting the expectations of each report, if the reports could be highly different or the accuracy would change with time then an outer loop may not be able to fully compensate.
[bookmark: _Toc159255004]RAN4 should study accuracy requirements on monitoring reports if/as defined by RAN1/2. Feedback to RAN1/2 may be needed on which metrics could be feasible to set requirements on and which not.
However, definition of a requirement on a quality report metric may be difficult, as to test the metric the UE would need to be forced into a number of states in which the quality of the AI model output would differ. It is quite possible that the reliability of the AI model for a specific condition could differ between different UEs. Hence, the range of states needed to force different AI output level confidence could differ between different UEs. This would complicate definition of a performance test.
[bookmark: _Toc159255005]RAN4 should consider further how a test of a model quality report could work, since different model quality levels would need to be forced.

2.5 Model complexity considerations
The SI agreed that when setting RAN4 requirements, practical limits on the complexity for the device under test should be taken into account.

The practical processing capability and implementation complexity for device under test should be assumed when specifying RAN4 requirements.
· The UE capability may be needed to handle different complexity for one side and two-side models.
· The complexity of UE should also be studied when making assumption on gNB side model, and vice versa.



In order to take into account complexity, RAN4 will need to find a means to assess or claim complexity. This discussion will presumably be part of the discussion on reference model definition when deciding the requirements.

2.6 Ensemble model operation
Although not explicitly captured during the SI, another issue to consider is whether the performance of AI models when operating in isolation is the same as the performance when operating in an ensemble of AI models (i.e., when the DUT is operating multiple AI functionalities). Depending on the use case, AI model outputs may influence one another. Another possibility is that the AI models are executed on a common processing resource, and when operating multiple models, the processing may need to be divided between models, which may impact performance.
Potentially requirements may need to be tested with all AI functionality operating simultaneously.
[bookmark: _Toc159254998]RAN4 may need to consider whether performance of different AI functionalities is independent or not.



Conclusion
In the previous sections we made the following observations: 
Observation 1	Existing RF and RRM requirements are expected to be achieved in all circumstances.
Observation 2	Existing performance requirements are defined under certain conditions, but when operating in the real-world similar performance is to be expected in other, similar conditions.
Observation 3	RAN4 does not need to directly consider generalization. RAN4 needs to ensure that minimum performance is observed across all applicable deployment conditions
Observation 4	It is likely that a robust monitoring procedure is needed to complement conformance testing to manage performance in all conditions.
Observation 5	Care should be taken that non-dynamic testing captures properly any model switching behaviors.
Observation 6	RAN4 may need to consider whether performance of different AI functionalities is independent or not.


Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN4 to discuss whether using legacy as baseline implies achieving similar performance to a non-AI that meets requirements over all expected conditions, not just the test configuration.
Proposal 2	RAN4 to discuss (probably on a use-case specific basis) how to define the range of conditions over which baseline performance should be achieved and how much variation in performance there might be over different conditions.
Proposal 3	RAN4 to consider whether it would be useful to set a “minimum SNR vs throughput” that would be applicable in any relevant channel condition (a bit similar to core RF/RRM requirements).
Proposal 4	For each use case, there is a need to study how the AI model behaviour changes with different scenarios (for example, whether the change is smooth)
Proposal 5	For each use case, RAN4 needs to study whether using synthetic channels for test data will reliably test models trained on real data.
Proposal 6	RAN4 should study accuracy requirements on monitoring reports if/as defined by RAN1/2. Feedback to RAN1/2 may be needed on which metrics could be feasible to set requirements on and which not.
Proposal 7	RAN4 should consider further how a test of a model quality report could work, since different model quality levels would need to be forced.
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