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[bookmark: _Toc116995841]Introduction
Release-18 SI on AIML in air interface was concluded at the previous RAN4#109 meeting, and the main outcomes of the study are summarized in the TR 38.843. Since the CSI reporting use cases, especially, CSI-compression requiring the use of two-sided models (i.e., both on UE and NW side), are complicated for implementation with limited gains, it was decided not to proceed immediately with the normative work but to continue the study in terms of the Rel-19 WI on AIML for air interface. The following study goals are listed for RAN1:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 




RAN4 also starts with the continuation of the study in terms of Rel-19 WI and
	· Testability and interoperability [RAN4]:
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis




Therefore, in the paper we focus primarily on tow-sided models, specifically on CSI compression, some aspects of CSI prediction are also discussed.
The overview of the overall testing framework can be found in our accompanying paper [1].

[bookmark: _Toc116995842]Discussion

AI/ML-based CSI reporting summary
As indicated above, a number of issues remained open for the CSI use cases at the conclusion of the Release-18 study item. For CSI compression, the primary RAN1 issues identified were the performance vs. complexity tradeoff and issues with inter-vendor training collaboration. One avenue for RAN1 to address the performance/complexity tradeoff which is indicated in the new Release-19 study objective is to consider adding the temporal dimension to CSI compression in the form of compression and/or prediction over time. RAN4 has not considered yet how the time dimension affects requirements for CSI compression, so this aspect will need to be considered as a part of ongoing discussions. RAN1 may also consider the effect of cell/site-specific models on the performance/complexity tradeoff of CSI compression.  While this aspect has been considered in past RAN4 discussions, it will continue to be a consideration in the continued study.  The primary thrust of ongoing RAN4 study for CSI compression is to continue to analyze the requirements formulations and testing options for two-sided models, where CSI compression is the only two-sided use case currently being studied.  For this aspect, the progress of the RAN1 study on inter-vendor training collaboration must be considered since it can affect RAN4 solutions for two-sided model testing.
[bookmark: _Toc158988430][bookmark: _Hlk159264468]CSI compression is the only two-sided AI/ML use case. addressing the Rel-18 challenge with performance vs complexity trade-off, temporal dimension will be studied in Rel-19. Inter-vendor collaboration and interoperability will also stay as the main challenges.
[bookmark: _Toc158988431][bookmark: _Hlk159264477]RAN4 should wait for further progress on RAN1-side in respect to temporal dimension introduction in CSI-compression to proceed with the use-case specific requirements and tests.
AI/ML-based CSI prediction has been included in the ongoing study of CSI use cases in RAN1 primarily because no clear gain has been demonstrated over non-AI/ML-based CSI prediction which was specified in Release-18.  The impact of AI/ML-based CSI prediction in RAN4 is through the framework and procedures for one-sided models, but RAN4 can consider use-case specific aspects of the items listed in the RAN4 study objective.
[bookmark: _Toc158988432][bookmark: _Hlk159264531]CSI prediction use-case is provisioned by one-sided models and should follow the general RAN4 requirements and testing framework. Use-case specific aspects and requirements shall be still considered in Rel-19.

[bookmark: _Hlk159265587]Interoperability and training
For one-sided CSI prediction, interoperability can be guaranteed using, for example, legacy CSI feedback formats to transmit predicted CSI from the UE to the gNB. The primary change is the addition of temporal compression which was specified in Rel-18 NR_MIMO_evo_DL_UL WI assuming non-AI/ML predictions methods. Similar approaches can be used for AI/ML-based prediction.
[bookmark: _Toc158988433][bookmark: _Hlk159264664]No inter-operability issues for the CSI-prediction are expected because a similar mechanism was already introduced in terms of Rel-18 NR_MIMO_evo_DL_UL WI.

For two-sided CSI compression, challenges exist with interoperability due to the two-sided nature of the feedback and depending on how the models are matched in between the UE and the NW. In legacy CSI feedback, the meaning of the bits fed back is precisely specified, indicating (for example) beam selections and quantized combining coefficients. If this is relaxed in AI/ML-based CSI feedback such that the bit patterns fed back vary depending on the encoder-decoder pair, then interoperability depends on proper pairing of the encoder and decoder. This then places a burden on the test equipment to ensure proper pairing when testing the performance of AI/ML-based CSI feedback. One away to alleviate this issue is to consider specifying aspects of the encoder-decoder pair. If the specification fixes the interpretation of the fed back CSI in some fashion, then the need for encoder-decoder pairing is reduced, if not eliminated (except for functional pairing).
The training type used to create the encoder-decoder pair affects the nature of this interaction and the degree of interoperability.  RAN1 continues to study this issue as it affects inter-vendor collaboration during the training procedure.  If Type 1 joint training at a single entity is used, the encoder-decoder pair is fixed by the training entity. Type 2 training involves joint training at the gNB and UE simultaneously or in sequence with exchange of gradients during the training process.  Type 3 training separates the training of the encoder and decoder in sequence without the exchange of gradients.  The type of training used to create the encoder-decoder pair used in deployment affects how the test decoder is obtained for performance testing. 
Inter-operability issues exist for CSI compression use-case. RAN1 is still considering several training options, that impacts inter-operability of the models and also how the performance will be aligned in RAN4 requirements and tests. 
[bookmark: _Toc158988434][bookmark: _Hlk159265214]RAN4 shall align model training collaboration to be agreed in RAN1 with the formulation of requirements and test decoder design.

Test decoder design options
Further clarifications and analysis of the four options of test decoder are included in Table 1 (Table 7.3.2.3-1 from TR 38.843). Below, we added our view on the missing cells that needed further discussions during the meeting. The updates are highlighted in yellow.
[bookmark: _Toc158988435][bookmark: _Hlk159265225]RAN4 to complete the missing cells in Comparison of the four options of test decoder table as proposed below.
Table 1: Comparison of the four options of test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendors (no need to be specified)
	Up to decoder implementer (infra vendor)
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	Up to TE vendors, based on 3GPP partially specified decoder design rules (training can be performed as part of the RAN4 procedures for partially specified decoder)

	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on RAN4 specification

	Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
	RAN4 should wait for RAN1 agreement on training collaboration types
	RAN4 should wait for RAN1 agreement on training collaboration types
	RAN4 should wait for RAN1 agreement on training collaboration types
	RAN4 should wait for RAN1 agreement on training collaboration types

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long a the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS
This row is redundant with the row “Complexity of verifying/testing the test decoder”
	FFS
This row is redundant with the row “Complexity of verifying/testing the test decoder”
	FFS
This row is redundant with the row “Complexity of verifying/testing the test decoder”
	FFS
This row is redundant with the row “Complexity of verifying/testing the test decoder”

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used
	Low
	High
	Medium
	Medium

	TE requirements to deploy the decoder (e.g., training, complexity, interoperability)
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower thank Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Higher than Option 3 in terms of that training at TE is required 

Note: How to ensure compatibility/ interoperability between TE and DUT needs further study

	Specification effort (defining test decoder and requirements)
	Low
	Low
	Highest

RAN4 needs to standardize the entire decoder
	High

RAN4 needs to study and may decide on what to standardize

	Confidentiality/ IP issues in the testing procedure (after specs are published)
	May be
	May be
	No
	No

	Applicability to different [test] scenarios/conditions/ configurations
*Refer to Note1 below.
	Highly likely that it would work with different identified scenarios
	Moderate applicability to different identified scenarios
	Highly likely that it would work with different identified scenarios
	Moderate applicability to different identified scenarios

	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than  Option 3/4 

Need for interaction between TE vendor
	Testing the encoder at DUT

Higher than Option 3/4 

Testing complexity higher also than Option 1
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than Option 3/4 

FSS compared to Option 2
	Higher than Option 3/4 

FSS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	Higher than Option 3/4 since deployment of DUT vendor’s decoder may have compatibility/performance issues while deployed in TE’s environment.
	Higher than Option 3/4 since deployment of NW vendor’s decoder may have compatibility/performance issues while deployed in TE’s environment.
	Low
	Low

	Friendly to STOA (state of the art) model test / Forward compatibility when new AI models are invented
	High
	High
	Low
	Medium

	Relationship with [reference decoder/encoder (used by RAN4 to define the performance requirements)] for defining the requirement
	Low
	Low
	High
	Medium

	Whether model transfer/delivery is needed during the test procedureWo
	May be
	May be
	No
	No



Note 1: One of the rows in the table refers to “Applicability to different scenarios/conditions/ configurations”. However, this can have different meanings based on the context and readings. 
To fill the subsequent cells in the row, we have assumed that in the context of RAN4 this means - “applicability of the [test] decoder to different scenarios/conditions/configurations”. Which implies the generalization aspects of the test decoder. However, this is up to interpretation so this needs to be clarified.
[bookmark: _Toc158988436][bookmark: _Hlk159265250]RAN4 should clarify the actual input that is expected from the row “Applicability to different scenarios/conditions/ configurations” so that it helps us to align the responses properly.

Test metrics
The test metrics to be used for the CSI feedback are listed in the TS 38.843:
	7.3.3	CSI feedback enhancement 
Both time domain CSI prediction and spatial-frequency domain CSI compression are considered. 
PMI reporting framework (follow PMI vs. random PMI test, use of γ as criteria, etc.) is taken as starting point for CSI related tests. Other metrics/framework is not precluded. 
For metrics for CSI requirements/tests, the following test metrics are identified:
-	Option 1: Throughput/relative throughput
-	Option 2: SGCS, NMSE
-	Option 3: CSI prediction accuracy
Option 1 should be used as baseline. For option 3, further discuss is needed on the feasibility to define the CSI prediction accuracy in WI. For metrics for CSI monitoring, further discussion is needed in WI.



Relation to Legacy Requirements
Currently minimum performance requirements of PMI reporting are defined based on the precoding gain, expressed as the relative increase in throughput when the transmitter is configured according to the UE reported PMI compared to the case when the transmitter is using random precoding, respectively. This ratio is referred to as γ (gamma). With the introduction of ML-enabled CSI feedback use cases we can foresee some changes in the CSI reporting framework for PMI. That may impact the cases especially the PMI reporting requirements in terms of performance and the value of γ (gamma) can be different than the current minimum performance requirement.

[bookmark: _Toc158988437][bookmark: _Hlk159265266][bookmark: _Toc158988438]Introduction of AI/ML-enabled CSI use cases will cause new UE performance requirements in TS 38.101-4. A new target value of γ (gamma) for AI/ML-enabled CSI use cases can be envisaged.

For the case of AIML enabled CSI feedback use case, other than the legacy γ (gamma), a potential new parameter can be introduced to measure the relative increase in throughput when the transmitter is configured according to the UE reported PMI (using AI/ML-enabled method) compared to the case when the transmitter is configured according to the UE reported PMI, respectively. This new ratio γAIML will show the performance gain of AI/ML enabled use cases in comparison with legacy mechanism.
γAIML is defined as below:

Where:
· 
 is as per the existing requirement (90 % of the maximum throughput obtained at  using the precoders configured according to the UE reports). It can be either type1 or type2 precoding.
· 
 is the throughput measured at using the precoders configured according to the CSI report when AIML based CSI feedback enabled.

[bookmark: _Toc146303694][bookmark: _Toc158988439][bookmark: _Hlk159265291]A new relative throughput performance metric may be introduced for AI/ML-enabled CSI use cases.
[bookmark: _Toc146303695][bookmark: _Toc158988440][bookmark: _Hlk159265311]RAN4 should further study if a modified relative throughput metric based on actual/non-random non-AIML CSI feedback as a reference would be more suitable for performance requirements on AI/ML compressed CSI.
Note: Legacy performance can be considered as baseline only for the features/use-cases that are mandatorily supported by the device.
In the TR 38.843 in section 7.1.2, it is discussed that Intermediate KPIs can be used for performance monitoring. The excerpts are as noted below.
	In CSI compression using two-sided model use case: 
Performance monitoring:
-	Model performance monitoring related assistance signalling and procedure. 
-	Metrics/methods including: 
-	Intermediate KPIs (e.g., SGCS)
-	Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
-	Legacy CSI based monitoring: schemes using additional legacy CSI reporting
-	Other monitoring solutions, at least including the following option:
-	Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection
-	NW-side performance monitoring:  NW monitors the performance and make decisions of model/functionality activation/ deactivation/updating/switching. Impact to enable performance monitoring using an existing CSI feedback scheme as the reference, including the association between AI/ML scheme and existing CSI feedback scheme for monitoring, are considered. Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.    



If the intermediate KPIs as discussed in the TR are agreed to be used for performance monitoring at RAN1, then the same intermediate KPIs can also be used for defining the requirements for performance monitoring at RAN4.
[bookmark: _Toc158988441][bookmark: _Hlk159265324][bookmark: _Toc158988442]Intermediate KPIs (such as SGCS, NMSE, Option 2 in Clause 7.3.3 from TR 38.843) may be still considered for performance monitoring of AI/ML-based CSI compression requirements, if they are introduced by RAN1 design.

Testability of CSI Prediction Accuracy
KPIs and evaluation metrics for CSI prediction at RAN1 from the TR 38.843 sec. 7.1.2 are noted as below.
	7.1.2	CSI feedback enhancement 

Performance monitoring: 
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM:
…
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground-truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).



As seen from above, for NW side performance monitoring Type 2, for functionality-based LCM, predicted CSI and its corresponding ground truth is being sent to the network. The same mechanism can be used to test the CSI prediction accuracy, where instead of the network, the TE can calculate the performance metric.
[bookmark: _Toc158988443][bookmark: _Hlk159265336]For CSI prediction performance monitoring, RAN1 is already discussing NW-side mechanism based on UE-reported ground truth. The same approach can be applied to test the CSI prediction accuracy as a performance KPI in RAN4.
A possible way to test the CSI prediction accuracy is to compare the predicted CSI with the measured CSI (ground truth). 
In the following we are discussing 2 different ways to test this KPI/test metric.
Get Predicted CSI as well as measured CSI (ground truth) together from the DUT
In the first methodology as illustrated in Figure 1, we send both the measured CSI (ground truth) as well as the predicted CSI to the Test Equipment for comparison. The Test Equipment will calculate the performance metrics.


[bookmark: _Ref141462658]Figure 1: Test Method for CSI Prediction Accuracy
The Test Equipment (TE) has configured the Device Under Test (DUT) as below to measure the CSI using legacy approach as well as prediction of CSI for a specific time horizon. 
· Measurements between time horizon t1-t7
· Prediction of CSI between time horizon t5-t7 using the measured CSI from t1-t4.
· Report both the Measured CSI and Predicted CSI to the TE.
Now as represented by marker 1 in the Figure 1, the DUT will start measuring the CSI from time interval t1. Once it reaches time interval t5, it feeds the measured CSI into the AIML Model (represented by marker 2 in the Figure 1) to generate the predicted CSI for the time horizon t5-t7. And the DUT continues to measure the CSI until time interval t7 as configured. This is represented by marker 3. 
In parallel, the AIML Model at the DUT predicts the CSI for time horizon t5-t7 as represented by marker 4 in Figure 1. 
Now at the end of time interval t7, the DUT has both the measured CSI value – which is the ground truth and predicted CSI value for time horizon t5-t7. Both of these are reported to the TE. 
At the TE, the predicted CSI value (from marker 5) is compared against the ground truth (from marker 3) to determine the accuracy of the CSI prediction.
To make sure that CSI predictions are actually predicted and not re-used / generated in order to match it with the measured CSI to validate the test, special monitoring reference signals can be introduced as illustrated in Figure 2, with some factor of randomness known only to the TE, so that the TE can easily detect such anomalies. 
[image: A diagram of a graph

Description automatically generated with medium confidence]
[bookmark: _Ref140067997]Figure 2: Monitoring CSI RSs (blue) transmitted regularly in parallel to the conventional CSI RS (red) allocated to different close by resource elements.

Extract Measured CSI (ground truth) from the DUT beforehand separately and use it to compare with predicted CSI later on
In the second test methodology, the ground truth CSI can be extracted separately and then later compared with the predicted CSI under similar channel condition. 
The test methodology can consist of 2 phases. 
· Phase I (Collecting Measured CSI as ground truth) – In this phase the Test Equipment will configure the DUT to use the legacy CSI feedback functionality. And configure the channel parameters in the channel emulator to simulate a given channel condition. 
The output of the DUT will be stored at the TE as ground truth that will be used in the next phase.
· Phase II (Evaluation by comparing the predicted CSI with ground truth CSI) – In this phase the Test Equipment will configure the DUT to use the AIML enabled CSI prediction functionality. And configure the channel parameters for the test similar to the one configured in Phase I for which the ground truth is available. 
The output of the DUT is then compared with the ground truth from Phase I to calculate the performance metrics.
Using the above approach, we can gather the ground truth CSI feedback for a given channel condition as well as use that to compare against the predicted CSI feedback from the AI/ML enabled functionality. This approach re-uses the existing test interfaces, and the minimum change is required is the derivation of performance metrics at the TE.
[bookmark: _Toc146303696][bookmark: _Toc158988444][bookmark: _Hlk159265356]CSI Prediction Accuracy as a KPI can be testable using the existing test interfaces with minimum change in the TE.
[bookmark: _Toc158988445][bookmark: _Hlk159265370]RAN4 should further discuss different options available to test the CSI prediction accuracy to ascertain the feasibility of defining CSI prediction accuracy as a Metric in the WI phase.
[bookmark: _Hlk159265384]CSI prediction accuracy metric (Option 3 in Clause 7.3.3 from TR 38.843) may be still considered for performance monitoring of AI/ML-based CSI prediction use case requirements, if they are introduced by RAN1 design.

On encoder/decoder pair for requirements and tests 
In RAN4 some implementation of the decoder/encoder pair need to be assumed for the formulation of requirements, especially for the simulations and alignment of performance. Some companies reference to such encoder/decode at to reference. However, it 
In our view, a reference encoder/decoder pair may be a specified encoder/decoder that would be used for the definition of performance requirements as a reference. That means that the derivation of performance requirements targets may be based on this reference encoder/decoder pair.
However, it becomes imperative that an agreement should be achieved on the definition of reference encoder/decoder pair.
Following agreement on different parameters needed to specify test decoder were captured in TR 38.843:
	Candidate parameters/conditions that may be considered for defining test decoder include
-	Training data set for TE decoder training
-	Model structure (Activation function is included in the model structure)
-	Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
-	Maximum FLOPs allowed for the test decoder
-	Maximum number/size of model parameters
-	Compression ratio of decoder (output size/input size)
-	Quantization level
-	Other parameters are not precluded and to be further discussed. 
-	Note: Feasibility of definition of parameters needs further investigated.



[bookmark: _Hlk158196662]In our view, a similar agreement needs to be achieved for the definition and specification of reference encoder/decoder pair.
[bookmark: _Toc158988448][bookmark: _Hlk159265398]RAN4 should follow the same principles for test encoder/decoder specification and derivation of requirements, e.g., if Option 3/4 is agreed for the test decoder, then the same decoder/rules should be used for the requirements.
[bookmark: _Toc158988449]Since test decoder is completely specified in option-3, we are proposing to consider following additional parameters to describe test decoder option-3, as shown in Table 1:
Table 2:  Test decoder specification parameters for Option 3
	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, etc.

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method
	Scalar, vector (with codebook)

	Model Training related parameters
	Training procedure
	Initialization method, training duration, training completion criteria

	
	Loss function
	SGCS, NMSE, etc.

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)



[bookmark: _Hlk159265411]RAN4 should consider model architecture parameters and model training related parameters, as shown in Table 2 above, to fully specify test decoder Option-3.
[bookmark: _Hlk159265421]Regarding Option 4 of test decoder, RAN4 needs to discuss further which parameters can be standardized and which parameters can be left for implementation.

LCM Core functionality management requirements
One of the factors that influence the performance of the AIML enabled functionality is the latency of the LCM actions between the Network and the UE. 
If performance monitoring detects a performance degradation to a point where a decision to either switch this model/functionality with another model/functionality is taken or a fallback decision is taken, it means that the AI/ML functionality is degrading the system performance and if this functionality, with detected performance degradation, keeps running then the impact on system performance may result in catastrophic consequences. 
Therefore, it is crucial to stop this model/functionality, either by falling back to legacy method or by switching to another model/functionality, within a specified time. For a use case like AIML enabled CSI feedback, it would be very urgent to stop/switch functionality because a wrong channel information would lead to wrong link adaptation and scheduling decisions impacting the throughput.  
Observation 1: [bookmark: _Hlk159265435]If required LCM action is not taken in a timely manner, the performance of AI/ML-based CSI feedback may be degraded to undesirable levels.
[bookmark: _Toc158988450][bookmark: _Hlk159265451]Use-case specific core requirements should be considered to limit latency of LCM actions (e.g. activation, deactivation, fallback, switching etc.) typical for the CSI feedback enhancement use case.
Generalization for CSI feedback 
The text from the TR has multiple open issues, especially how to distinguish “indicated” and “other” conditions. What it could be in relation to CSI feedback use-case?
	The necessity and feasibility of defining requirements or test to verify the generalization of AI/ML is studied. 
The goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:
-	details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
-	what the minimum level performance for each identified scenario and/or configuration is
-	what the significant degradation for other scenarios and/or configurations is
It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition.

As for the handling of generalization tests, the following option is considered as baseline:
Signalling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
•	Specified UE configuration includes functionality and/or model ID if defined



In this section, we consider requirements for both generalization and scalability.  Scalability is the ability to adapt to different characteristics which modify the model input or output dimensions.  Examples of scalability parameters include bandwidth, the number of transmit antenna ports, the feedback payload size, and the rank or layer number.  Whether scalability is handled via model switching or adaptable model structures is likely to be implementation dependent.  The usual approach in RAN4 is to cover these parameters via separate requirements, such as those for different numbers of transmit antenna ports.  The appropriate model or model configuration will be used according to the configuration of the test conditions.  Thus, scalability should be covered already via existing RAN4 approaches.
Generalizability is the ability of a model to yield acceptable performance when presented with inputs outside the training dataset.  For parameters such as carrier frequency and antenna port mapping, the UE will be aware of these characteristics and can adapt to them via configuration through model switching or configuration of a general model.  The remaining parameters are related to the statistics of the communication channel.  Developing generalization requirements for these cases requires the ability to create channel conditions outside the training dataset.  In addition, some additional information about the model or functionality may need to be known, such as the utilized training conditions.  Requirements for generalized channels can be studied further, but mechanisms would need to be developed to create the appropriate test conditions for these requirements as well as the ability to understand the applicable situations to include in the test (e.g., via shared information about the training conditions).
· Scalability should be covered already for usual approach in RAN4 testing, when, for instance different number of RX/TX antenna have different requirements. Similarly, different BW can be considered for different requirements.
· However, for condition that cannot be controlled by the NW (e.g. propagation conditions) we will consider generalization, but for that some additional information about the functionality (e.g. training dataset/conditions) need to be shared, and we do not know exact mechanism for that now.
[bookmark: _Hlk159265469]Scalability should be possible to treated with usual RAN4 approaches. However, for generalization aspects some additional information about the functionality need to be shared, which is currently unknown and would depend on RAN1 design.
[bookmark: _Toc116995848]

Conclusion
[bookmark: _Toc116995849]In this paper we share our views on potential RAN4 impacts from issues related to AI/ML CSI compression and CSI prediction. Specifically, we cover following aspects:
· Interoperability and training
· Test decoder design options
· Test metrics
· On encoder/decoder pair for requirements and tests 
· LCM Core functionality management requirements
· Generalization for CSI feedback 
In the paper, the following Observations and Proposals were made:
Observation 1: CSI compression is the only two-sided AI/ML use case.  addressing the Rel-18 challenge with performance vs complexity trade-off, temporal dimension will be studied in Rel-19. Inter-vendor collaboration and interoperability will also stay as the main challenges.
Proposal 1: RAN4 should wait for further progress on RAN1-side in respect to temporal dimension introduction in CSI-compression to proceed with the use-case specific requirements and tests.
Observation 2: CSI prediction use-case is provisioned by one-sided models and should follow the general RAN4 requirements and testing framework. Use-case specific aspects and requirements shall be still considered in Rel-19.
Observation 3: No inter-operability issues for the CSI-prediction are expected because a similar mechanism was already introduced in terms of Rel-18 NR_MIMO_evo_DL_UL WI.
Proposal 2: RAN4 shall align model training collaboration to be agreed in RAN1 with the formulation of requirements and test decoder design.
Proposal 3: RAN4 to complete the missing cells in Comparison of the four options of test decoder table as proposed below.
Proposal 4: RAN4 should clarify the actual input that is expected from the row “Applicability to different scenarios/conditions/ configurations” so that it helps us to align the responses properly.
Observation 4: Introduction of AI/ML-enabled CSI use cases will cause new UE performance requirements in TS 38.101-4. A new target value of γ (gamma) for AI/ML-enabled CSI use cases can be envisaged.
Observation 5: A new relative throughput performance metric may be introduced for AI/ML-enabled CSI use cases.
Proposal 5: RAN4 should further study if a modified relative throughput metric based on actual/non-random non-AIML CSI feedback as a reference would be more suitable for performance requirements on AI/ML compressed CSI.
Proposal 6: Intermediate KPIs (such as SGCS, NMSE, Option 2 in Clause 7.3.3 from TR 38.843) may be still considered for performance monitoring of AI/ML-based CSI compression requirements, if they are introduced by RAN1 design.
Observation 6: For CSI prediction performance monitoring, RAN1 is already discussing NW-side mechanism based on UE-reported ground truth. The same approach can be applied to test the CSI prediction accuracy as a performance KPI in RAN4.
Observation 7: CSI Prediction Accuracy as a KPI can be testable using the existing test interfaces with minimum change in the TE.
Proposal 7: RAN4 should further discuss different options available to test the CSI prediction accuracy to ascertain the feasibility of defining CSI prediction accuracy as a Metric in the WI phase.
Proposal 8: CSI prediction accuracy metric (Option 3 in Clause 7.3.3 from TR 38.843) may be still considered for performance monitoring of AI/ML-based CSI prediction use case requirements, if they are introduced by RAN1 design.
Proposal 9: RAN4 should follow the same principles for test encoder/decoder specification and derivation of requirements, e.g., if Option 3/4 is agreed for the test decoder, then the same decoder/rules should be used for the requirements.
Table 2:  Test decoder specification parameters for Option 3
	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, etc.

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method
	Scalar, vector (with codebook)

	Model Training related parameters
	Training procedure
	Initialization method, training duration, training completion criteria

	
	Loss function
	SGCS, NMSE, etc.

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)



Proposal 10: RAN4 should consider model architecture parameters and model training related parameters, as shown in Table 2 above, to fully specify test decoder Option-3.
Proposal 11: Regarding Option 4 of test decoder, RAN4 needs to discuss further which parameters can be standardized and which parameters can be left for implementation.
Observation 8: If required LCM action is not taken in a timely manner, the performance of AI/ML-based CSI feedback may be degraded to undesirable levels.
Proposal 12: Use-case specific core requirements should be considered to limit latency of LCM actions (e.g. activation, deactivation, fallback, switching etc.) typical for the CSI feedback enhancement use case.
Observation 9: Scalability should be possible to treated with usual RAN4 approaches. However, for generalization aspects some additional information about the functionality need to be shared, which is currently unknown and would depend on RAN1 design.
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