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[bookmark: _Toc116995841]Introduction
[bookmark: _Hlk159251311]In RAN#102, the Release-18 study on artificial intelligence (AI)/machine learning (ML) for NR air interface (FS_NR_AIML_Air) [1] was completed [2] and the findings (with agreements and open issues) were documented in the outcome technical report 3GPP TR 38.843 V18.0.0 [3]. Furthermore, a new Release-19 work item on artificial intelligence (AI)/machine learning (ML) for NR air interface (NR_AIML_Air) [4] was also approved in RAN#102 to start the normative work for the general AI/ML framework for air interface and to enable the recommended use cases in the preceding study.
During the SI, as mentioned in the extract from 3GPP TR 38.843 V18.0.0 [3] below, following sub use cases for positioning accuracy enhancement are considered:

	The following are selected as representative sub-use cases: 
-	Direct AI/ML positioning: 
-	AI/ML model output: UE location
-	e.g., fingerprinting based on channel observation as the input of AI/ML model 
-	AI/ML assisted positioning: 
-	AI/ML model output: new measurement and/or enhancement of existing measurement
-	e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
More specifically, the following Cases are considered for the study:
-	Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
One-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI. 





During SI, RAN4 studied different test metrics for performance requirements for AI/ML enabled positioning use case.  Here is an extract from 3GPP TR 38.843 V18.0.0 [3] covering these aspects:
	Both direct AI/ML positioning and AI/ML assisted positioning are considered.
For metrics for positioning requirements/tests, the candidate options include
-	Option 1: positioning accuracy: Ground truth vs. reported
-	only option available for direct positioning
-	Option 2: CIR/PDP, channel estimation accuracy
-	Option 3: ToA, RSTD and RSRP, and RSRPP
-	Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above
The feasibility and testability of different options should be further justified in WI.




Some of the issues related to AI/ML based positioning require further discussion, as follows:
· [bookmark: _Hlk134788564]Selected sub use cases
· Performance metrics 
· Measurement accuracy requirements
· Testability aspects
· LCM related aspects and performance monitoring
In this paper, we provide some additional views on the topics listed above.

[bookmark: _Toc116995842]Discussion

Selected sub use cases
As discussed in the Rel-19 WID RP-234039 (New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface) [4], following priorities were agreed for different sub use cases of AI/ML enabled Positioning:

	· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning



Furthermore, WID RP-234039[4] also discusses RAN4 related aspects to be considered during WI phase for Beam Management and Positioning use cases. Here is an extract from WID covering core requirements aspects:
	· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.



Furthermore, here is an extract from WID covering aspects related to performance part:
	· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.



Since the idea of these priorities is to work on 1st priority cases first in release 19 WI, and if the time allows to consider 2nd priority cases as well. Therefore, in this paper, we will focus only on 1st priority cases.
Among 1st priority cases, only Case 1: UE-based positioning with UE-side model, direct AI/ML positioning may have impacts in RAN4.
RAN4 should initially prioritize Case 1 direct AIML positioning in the normative work.


Performance test metric for Case 1
Considering for Case 1 direct AI/ML positioning, the output of the AI/ML functionality is UE position. As a metric for positioning requirements/tests, we propose the positioning accuracy metric as follows over the selected test positions: 
· For each test position:
· get AI/ML functionality inference output using input radio measurements. 
· Compute a positioning error e.g. absolute error value between estimated position and true position. 
· The positioning error should be within the acceptable range (i.e. Positioning accuracy requirements).
· In the following, we give an example of positioning accuracy requirements specified in the context of  NR A-GNSS minimum performance requirements defined in TS 37.571-1 Clause 13.3. A similar approach may be envisaged in the context of AI/ML enabled direct positioning.
· An excerpt of the NR A-GNSS conformance requirements from 37.571-1 is shown below:
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Positioning accuracy should be considered as the performance metric for case 1 - UE-based positioning with UE-side model, direct AI/ML positioning.

Measurement accuracy requirements for Case 1
In our view, the input to the AI/ML functionality should meet the measurement accuracy requirements to ensure the AI/ML functionality performs as expected. In particular, the various target positioning requirements for NR positioning in Rel-18 are summarized in TR38.859. 
The functionality input may be one of the existing measurements like RSTD, PRS RSRP/ RSRPP etc.
RAN1 discussions for new functionality input measurements for Case 1 is still ongoing. If any new measurements like CIR, DP, and/or PDP are agreed in RAN1 as functionality input, there may be potential impacts in RAN4 measurement accuracy requirements for these new measurements. 
In case any new measurement(s) are supported as AI/ML functionality input for Case 1 in RAN1, RAN4 may have impacts on measurement accuracy requirements.

Testability aspects for Case 1

The test metric relevant to Case 1 is the Positioning accuracy. In this Section, we discuss the testability aspects of Positioning accuracy test metric.
When inference results of AI/ML functionality are the positioning coordinate, the AI/ML functionality inference consisting of the positioning co-ordinates can be verified based on the ground truth. The ground truth may consist of the location point(s) with known positioning co-ordinates, for example, in form of a test area/grid (refer the figure shown below). At each location point, a PRU (i.e., Positioning Reference Unit location is known to gNB/LMF) can be placed or the position co-ordinate for each location point can be derived using the known reference locations (e.g., using GNSS based positioning). UE can move from one location point to another location and at each point the AI/ML functionality inference can be reported to the test equipment for the positioning accuracy verification based on the ground truth.
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[bookmark: _Toc146303708]Positioning accuracy can be verified based on the ground truth which may consist of the location points with known positioning co-ordinates (e.g., PRU or GNSS based).
[bookmark: _Toc146303709]RAN4 should further study the feasibility of test mechanisms for positioning accuracy metric verification.

LCM related aspects
Core/Latency requirements for LCM actions
If performance monitoring detects a performance degradation to a point where a decision to either switch this model/functionality with another model/functionality is taken or a fallback to a legacy/default algorithm, it means that the AI/ML functionality is degrading the system performance and if this functionality, with detected performance degradation, keeps running then the impact on performance may be catastrophic.

Therefore, it is crucial to stop this model/functionality, either by falling back to legacy method or by switching to another model/functionality, within a specified time. The specified time allowed to switch/disable the model/functionality should guarantee that the system performance remains within the acceptable levels.


 If an LCM action is required and it is not taken in a timely manner, the performance degradation for AI/ML enabled Positioning use case may be degraded to undesirable level.
RAN4 core requirements should be considered to limit the latency of LCM actions towards the DUT for AI/ML enabled Positioning.


Performance monitoring metric for Case 1
The performance monitoring metric was not discussed extensively in RAN4 during the Study item phase. RAN1 did the evaluation and discussion on performance monitoring on certain aspects but there are no agreements yet that are relevant for RAN4. Hence RAN4 should wait for RAN1 progress in order to evaluate any impacts in RAN4 from performance monitoring aspects.
RAN4 should follow the RAN1 discussions/ agreements on performance monitoring aspects for evaluation of any impacts in RAN4, particularly for Case 1 (UE-based direct positioning with UE-side model).
[bookmark: _Toc116995848]

Conclusion
[bookmark: _Hlk159265512]In this paper we share our views on potential RAN4 impacts from issues related to AI/ML based positioning. Specifically, we cover following aspects:
· Selected sub use cases
· Performance metrics 
· Measurement accuracy requirements
· Testability aspects
· LCM related aspects and performance monitoring
In the paper, the following Observations and Proposals were made:
Observation 1: Among 1st priority cases, only Case 1: UE-based positioning with UE-side model, direct AI/ML positioning may have impacts in RAN4.
Proposal 1: RAN4 should initially prioritize Case 1 direct AIML positioning in the normative work.
Proposal 2: Positioning accuracy should be considered as the performance metric for case 1 - UE-based positioning with UE-side model, direct AI/ML positioning.
Proposal 3: In case any new measurement(s) are supported as AI/ML functionality input for Case 1 in RAN1, RAN4 may have impacts on measurement accuracy requirements.
Observation 2: Positioning accuracy can be verified based on the ground truth which may consist of the location points with known positioning co-ordinates (e.g., PRU or GNSS based).
Proposal 4: RAN4 should further study the feasibility of test mechanisms for positioning accuracy metric verification.
Observation 3:  If an LCM action is required and it is not taken in a timely manner, the performance degradation for AI/ML enabled Positioning use case may be degraded to undesirable level.
Proposal 5: RAN4 core requirements should be considered to limit the latency of LCM actions towards the DUT for AI/ML enabled Positioning.
Proposal 6: RAN4 should follow the RAN1 discussions/ agreements on performance monitoring aspects for evaluation of any impacts in RAN4, particularly for Case 1 (UE-based direct positioning with UE-side model).
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13.3.4 Minimum conformance requirements

The first fix position estimates shall meet the accuracy and response time requirements in table 13.3.2 or 13.3.3 for the
parameters specified in table 13.3.4 or 13.3.5.

Table 13.3.2: Requirements for Nominal Accuracy - Sub-Test 1

Success rate 2-D position error Max response time
95 % 30m 20s

Table 13.3.3: Requirements for Nominal Accuracy - Sub-Tests 2 to 5 and Sub-Tests 8 to 13

Success rate 2-D position error Max response time
95 % 15m 20





image2.png
Test map
granularity

@ Pre-selected test location





