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1. Introduction
In RAN plenary #94 meeting, a new SID[1] for Rel-18 was approved to study the AI/ML for NR air interface. The objectives for RAN4 of this SID are listed as follows.
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


In this document, we will provide some initial views on the interoperability and testability for beam management from the general test framework perspective. 
2. Discussion
Based on the progresses in the previous meeting, there were several typical use cases incorporated in [2], which are listed below.
	Agreement:
· Beam management
· Spatial-domain DL beam prediction
· Temporal DL beam prediction




In addition, the framework of AI/ML is illustrated in Fig 1 during RAN2 discussion.
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Fig 1: AI/ML framework
To facilitate discussion, RAN2 has agreed the following terminologies :
As seen in Figure 4.4-1, the general framework consists of:
-Data Collection is a function that provides input data to the Model Training, Management, and Inference functions.
oTraining Data: Data needed as input for the AI/ML Model Training function.
oMonitoring Data: Data needed as input for the Management of AI/ML Models or AI/ML 	 functionalities.
oInference Data: Data needed as input for the AI/ML Inference function.
-The Model Training function performs the AI/ML model training, validation, and testing which may generate model performance metrics which can be used as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required.  
oTrained/Updated Model: In case of having a Model Storage function, this is used to deliver trained, 	validated, and tested AI/ML models to the Model Storage function, or to deliver an updated version 	of a model to the Model Storage function.
-Management is a function that oversees the operation (e.g., selection/(de)activation/switching/fallback) and monitoring of AI/ML models or AI/ML functionalities. This function is also responsible for making decisions to ensure the proper inference operation based on data received from the Data Collection function and the Inference function. 
oSelection/(de)activation/switching/fallback: Information needed as input to manage the Inference 		function. Concerning information may include selection/(de)activation/switching of AI/ML models 		or AI/ML-based functionalities, fallback to non-AI/ML operation (i.e., not relying on inference 	process), etc…
oModel Transfer/Delivery Request: Used to request model(s) to the Model Storage function. 
oPerformance feedback/ Retraining request: Information needed as input for the Model Training 	function, e.g., for model (re)training or updating purposes. 
-Inference is a function that provides outputs from the process of applying AI/ML models or AI/ML functionalities to new data (i.e., Inference Data). The Inference function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required.
oInference Output: Data used by the Management function to monitor the performance of AI/ML 	models or AI/ML functionalities.
-Model Storage is a function responsible for storing trained/updated models that can be used to perform the inference process.
-Model Transfer/Delivery: Used to deliver an AI/ML model to the Inference function. From RAN4 perspective, the discussion should be held around the core requirements related to the functionality/model and the performance requirements so as to guarantee the availability of all the above essential components during the LCM.
AI/ML based positioning
For AI/ML based positioning, direct positioning and assisted positioning are considered. For direct AI/ML positioning, the output is the estimated location, on the contrary, for assisted positioning the output od the AI model is the input of the non-AI positioning method, and the estimated location will go through two steps as the figure shown:
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AI/ML direct positioning
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AI/ML assisted positioning

From RAN4 perspective, we need to evaluate the performance metrics which are agreed in RAN1 and in TR38.843 and the following aspects need to be studied:
	Both direct AI/ML positioning and AI/ML assisted positioning are considered.
For metrics for positioning requirements/tests, the candidate options include
-	Option 1: positioning accuracy: Ground truth vs. reported
-	only option available for direct positioning
-	Option 2: CIR/PDP, channel estimation accuracy
-	Option 3: ToA, RSTD and RSRP, and RSRPP
-	Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above
The feasibility and testability of different options should be further justified in WI.


For model input, the existing measurement such as RSRP/RSTD and the new measurement CIR/PDP are used.
For model output, the intermediate KPIs shall be considered for performance evaluation such as RSTD, identification of Los/NLos and other metrics that agreed in RAN1.
In TR 38.843, following 5 cases of AI/ML based positioning accuracy enhancement are agreed for futhur study：
	· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning.
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning.
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning.
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.


For case 1: we deem that TE can prepare the positioning test data in advance which includes the model input related data and positioning label data. TE feeds the model input data to AI/ML model and UE feedback the output positioning results back to TE, then TE can compare the UE’s output positioning results with the local positioning label data to determine the positioning accuracy and this basic method can be the baseline. In addition, we just mentioned that the model output can be the RSTD, identification of Los/NLos and other metric, the accuracy for these intermediate results could be considered for UE-side assisted positioning.
For case 2a: The UE side model output could be RSTD, identification of LoS/NLoS and other metrics. The accuracy for these intermediate results could be considered. The error for AI-method and non-AI method shall be considered as a whole and this will impact the estimation location.
For case2b, 3a, 3b which are the cases without UE-side model, RAN4 is not necessary to test the positioning model outputs in current stage since we study the one-side model with the UE-side not the gNB side.

Observation 1: RAN4 studies the one-side model with the UE-side not the gNB side.
Proposal 1: For case 1 and 2a, the model output can be the RSTD, identification of Los/NLos and other metric, the accuracy for these intermediate results could be considered for UE-side assisted positioning.
Proposal 2: For case 2b, 3a, 3b, RAN4 is not necessary to test the positioning model outputs in current stage since we study the one-side model with the UE-side not the gNB side.   

3. Conclusion
In this contribution, we have the following observations and proposals for the AI/ML :
Observation 1: RAN4 studies the one-side model with the UE-side not the gNB side.
Proposal 1: For case 1 and 2a, the model output can be the RSTD, identification of Los/NLos and other metric, the accuracy for these intermediate results could be considered for UE-side assisted positioning.
Proposal 2: For case 2b, 3a, 3b, RAN4 is not necessary to test the positioning model outputs in current stage since we study the one-side model with the UE-side not the gNB side.
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