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1. Introduction
[bookmark: _Hlk134894944]RAN4 has studied many aspects about AI/ML use case aspects in Rel-18 SI stage, including CSI feedback enhancement, beam management enhancement and positioning accuracy enhancement. The outcomes of the study for positioning are captured in TR 38.843 [1] as the following contents.
	Both direct AI/ML positioning and AI/ML assisted positioning are considered.
For metrics for positioning requirements/tests, the candidate options include
· Option 1: positioning accuracy: Ground truth vs. reported
· only option available for direct positioning
· Option 2: CIR/PDP, channel estimation accuracy
· Option 3: ToA, RSTD and RSRP, and RSRPP
· Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above
The feasibility and testability of different options should be further justified in WI.


At the current stage, many issues about use cases still need to be further analyzed and studied in RAN4. In this contribution, we further provide our views on testability and interoperability aspects for positioning accuracy enhancement.
2. [bookmark: _Hlk73468315]Discussion
For AI/ML positioning cases, 5 sub-use cases are identified and summarized in Table 1.
1. A detailed list of various positioning cases
	Cases
	Priority
	Model deployment
	Positioning methods
	Measured by which entity
	Model output
	Position calculation

	Case 1
	1st priority
	UE-side
	Direct AI/ML positioning
	UE
 (Downlink positioning)
	Position
	UE-side

	Case 2a
	2nd priority
	UE-side
	AI/ML assisted positioning
	UE
(Downlink positioning)
	Intermediate feature
	LMF

	Case 2b
	2nd priority
	LMF-side
	Direct AI/ML positioning
	UE
(Downlink positioning)
	Position
	LMF

	Case 3a
	1st priority
	gNB-side
	AI/ML assisted positioning
	gNB
(uplink positioning)
	Intermediate feature
	LMF

	Case 3b
	1st priority
	LMF-side
	Direct AI/ML positioning
	gNB
(uplink positioning)
	Position
	LMF



Fig. 1. shows the illustrations for all the 5 sub-use cases.
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(e) Case 3b
Fig. 1. Illustration of 5 sub-use cases

2.1 Testability aspects for direct AI/ML positioning
For direct AI/ML positioning (case 1, case 2b, case 3b), the AI/ML model inference output is UE location. There is no need for RAN4 to consider model inference for case 2b and case 3b since the AI/ML model is deployed in LMF side. For case 1, the inferred location would be reported LMF and RAN4 is discussing the feasibility for defining requirements and testability for the metric “location”. Many issues need to be considered in that case including:
1. How to obtain the ground truth value?
The ground truth value, which is the UE real location is very hard to obtain for normal UEs. PRU is fixed and the location is known, while the normal UE can only obtain the location label by other positioning method, such as GPS, or lidar. For GPS, positioning error of tens of meters may be introduced. For lidar, costs of the test lab building would be high. It is an open issue not only for test, but also for model output-based performance monitoring.
2. How to define requirements for such metrics, e,g,. meters in RAN4?
RAN4 could define such requirements for ranging or distance while facing many challenges, including the acceptable KPI and the simulation method.
3. The generalization performance
The AI/ML model for direct AI/ML positioning is always area specific, it suffers from poor generalization capability across scenarios, as evaluated by RAN1 in Rel-18 SI phase. Once the deployment of TRPs are changed, the positioning accuracy degradation may occur. RAN4 needs to take these aspects into consideration for testability and wait for more progress from RAN1.
Based on the issues mentioned above, testing and defining requirements may not be feasible for RAN4 if at least issue 1 is unsolved.
Observation 1: Many issues need to be considered for RAN4 at least including: 1. How to obtain the ground truth value; 2. How to define requirements for metrics; 3. The generalization performance.
Proposal 1: RAN4 to consider model inference output for direct AI/ML positioning only in case 1 in future discussion.
Proposal 2: RAN4 to further discuss whether and how to define requirements and tests for model inference output for direct AI/ML positioning.
2.2	Testability aspects for AI/ML assisted positioning
For AI/ML assisted positioning (case 2a, case 3a), the AI/ML model inference output is intermediate feature, e.g., LOS/NLOS indicator, ToA, RSTD, RSRP and RSRPP. For case 2a, AI/ML model is deployed at UE side, while AI/ML model is deployed at gNB-side for case 2b. The inferred intermediate feature would be reported to LMF for both cases. RAN4 has defined requirement for RSTD, RSRP and RSRPP in Rel-16/17 NR positioning. Similar framework for accuracy requirement and report mapping could be reused for these intermediate features, and enhancement may be needed since it is an AI/ML feature. For the intermediate feature that does not exist as Rel-16/17 NR positioning measurement, e.g., ToA, RAN4 needs to investigate the feasibility about defining requirements and tests since it is a good feature, which is more flexible that RSTD as model output, as RAN1 has evaluated before. For LOS/NLOS indicator, although it is a legacy measurement in previous NR positioning discussion, but RAN4 has not define such requirement for that measurement, discussion about that may need to be deprioritized. 
Proposal 3: RAN4 to define requirements and tests for the intermediate features that already exist as the Rel-16/17 NR positioning measurements. Whether enhancements are needed for the requirements is FFS.
Proposal 4: RAN4 to study how to define test and requirement for ToA.
Proposal 5: Discussion about LOS/NLOS indicator could be deprioritized.
2.3 Testability for model input
To achieve high positioning accuracy for AI/ML based positioning, RAN1 is discussing the necessity of specifying new potential measurement reports as model input, such as CIR/PDP. These model input measurements are information of raw channel. Based on RAN1 discussion, at least following components needs to be measurement and report
· Path power
· Path phase
· Path delay
Since the specifying procedure is still on-going in RAN1, RAN4 only needs to consider whether and how to define requirement and test for model input, such CIR/PDP, at the current stage. Down selection is not needed.
Proposal 6: RAN4 to study whether and how to define requirements and tests for model input, including new potential measurements such as CIR/PDP.
[bookmark: _Hlk159231404]2.4	Performance monitoring for positioning
According to the TR 38.843, monitoring related aspects are captured as
	Model monitoring: 
- 	Assistance signalling and procedure at least for UE-side model
-	Report/feedback and procedure at least for Network-side model
-	Note: study is applicable to both of the following cases: 
-	Model inference and model monitoring at the same entity
-	Entity to perform the model monitoring is not the same entity for model inference
-	Data for computing monitoring metric: 
-	If monitoring based on model output: e.g., estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground-truth label corresponding to model inference output for both direct and AI/ML assisted positioning
-	If monitoring based on model input: e.g., measurement corresponding to model inference input.
-	Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring.
-	Assistance signalling from UE/PRU for NW-side model monitoring.
-	If certain type of data is necessary for computing monitoring metric:
-	How an entity can be used to provide the given type of data for calculating monitoring metric: companies requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
-	Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
-	Potential assistance signalling and procedure to facilitate an entity providing data for calculating monitoring metric
-	Potential UE-network interaction: e.g., model monitoring decision indication between UE and network
-	Entity to derive monitoring metric
-	UE at least for Case 1 and 2a (with UE-side model)
-	gNB at least for Case 3a (with gNB-side model)
-	LMF at least for Case 2b and 3b (with LMF-side model)
-	For AI/ML based positioning, LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) is identified as the entity to derive the monitoring metric at least when monitoring is based on provided ground-truth label (or its approximation).
-	If model monitoring does not require ground-truth label (or its approximation).
-	Statistics of measurement(s) compared to the statistics associated with the training data. Note: the measurement(s) may or may not be the same as model input.
-	Examples used in contributions: norm of model input, mean, min/max of some statistics related to measurement and/or model input, median or data temporal/spatial distribution
-	Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
-	Examples used in contributions: mean, standard deviation, variance, etc. of some statistics related to model output
-	For monitoring UE-side and gNB-side model for AI/ML based positioning:
-	Signalling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
-	Signalling from monitoring entity to request measurement(s) (if needed)
-	Signalling for potential request/report of monitoring metric (if needed)
-	Note: there may not be any specification impact
-	For monitoring LMF-side model for AI/ML based positioning
-	Signalling from LMF to request measurement(s) (if needed)
-	Assistance signalling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
-	Report of the calculated metric and/or model monitoring decision
-	If model monitoring requires and is provided ground-truth label (or its approximation)
-	Monitoring metric: statistics of the difference between model output and provided ground-truth label.
-	Examples used in contributions: mean, standard deviation, instantaneous value, threshold of ground-truth label (or its approximation)
-	For monitoring UE-side and gNB-side model for AI/ML based positioning:
-	Signalling from monitoring entity to request ground-truth label (if needed)
-	Signalling from monitoring entity to request model output (if needed)
-	Signalling for potential request/report of monitoring metric (if needed)
-	For monitoring LMF-side model for AI/ML based positioning
-	Signalling from LMF to request measurement(s) (if needed)
-	Provisioning of ground-truth label and associated label quality.
-	Assistance signalling and procedure, e.g., from LMF to UE/gNB indicating ground-truth label and/or measurement, etc.
-	Report of the calculated metric and/or model monitoring decision
-	Note: no extensive evaluation results on model monitoring metric comparison have been carried out
-	Note: there is no consensus during SI on whether monitoring metric will have spec impact


It can be observed that there are so many options about the monitoring procedure for AI/ML based positioning. The signalling/mechanisms for monitoring are the responsibilities of RAN2. More progress is needed for RAN4 for further discussion. If the procedures are identified with potential RRM impact, e.g., latency/interruption, RAN4 needs to study whether and how to define the corresponding requirement.
[bookmark: _Hlk158129387]Proposal 7: RAN4 to define latency/interruption requirement for AI/ML based positioning based on RAN1/2 progress.
2.5	Testability aspects for propagation condition
As we have mentioned in our general aspects paper, propagation conditions for test needs to be considered case by case. For legacy NR positioning tests, AWGN channel is always assumed as the propagation condition both in FR1 and FR2. AI/ML feature can obtain high gain for positioning accuracy in fading channel, especially in NLOS channel, compare to legacy NR positioning. One of the most important reason for introducing AI/ML feature for positioning is to increase the positioning performance in blocking scenarios. Thus, test under fading channels would be more meaningful in that case compare with the AWGN channel. However, the feasibility of test under fading channel needs to be further discussed.
Proposal 8: RAN4 to study how to test AI/ML based positioning under fading channel propagation conditions.
3. Summary
In this contribution, we provided our views on general aspects for AI/ML. Based on above analysis, following observations and proposals are present.
Observation 1: Many issues need to be considered for RAN4 at least including: 1. How to obtain the ground truth value; 2. How to define requirements for metrics; 3. The generalization performance.
Proposal 1: RAN4 to consider model inference output for direct AI/ML positioning only in case 1 in future discussion.
Proposal 2: RAN4 to further discuss whether and how to define requirements and tests for model inference output for direct AI/ML positioning.
Proposal 3: RAN4 to define requirements and tests for the intermediate features that already exist as the Rel-16/17 NR positioning measurements. Whether enhancements are needed for the requirements is FFS.
Proposal 4: RAN4 to study how to define test and requirement for ToA.
Proposal 5: Discussion about LOS/NLOS indicator could be deprioritized.
Proposal 6: RAN4 to study whether and how to define requirements and tests for model input, including new potential measurements such as CIR/PDP.
Proposal 7: RAN4 to define latency/interruption requirement for AI/ML based positioning based on RAN1/2 progress.
Proposal 8: RAN4 to study how to test AI/ML based positioning under fading channel propagation conditions.
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