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1. Introduction
[bookmark: _Hlk134894944]RAN4 has studied many aspects about AI/ML aspects in Rel-18 SI stage, including general aspects, use case and testability and interoperability. The outcomes of the study are captured in TR 38.843 [1]. At the current stage, many general issues still need to be further analyzed and studied in RAN4. In this contribution, we further provide our views on general aspects for AI/ML NR air interface.
2. [bookmark: _Hlk73468315]Discussion
2.1 Requirements for LCM procedures
Following studied outcomes about defining requirements are captured in TR 38.843 [1].
	The following procedure can be considered for defining core requirements:
· Performance monitoring procedure, including performance evaluation and decision-making procedure for AI/ML functionalities/models
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Latency/interruption requirement for above procedures
The following LCM related requirements can be considered:
· [bookmark: _Hlk158018377]Model/Functionality select/switch/activate/deactivate/fallback
· Model/Functionality monitoring
·  On whether requirements for data collection (in particular for training) could/need be defined:
· Data collection requirements would only be defined if data collection procedure is defined in 3GPP specifications.
· On requirements for model transfer/update:
· Requirements would only be defined if model transfer/update would be defined in 3GPP specifications.
The legacy framework for RRC/MAC-CE/DCI based core requirements (e.g., define delay requirements based on multiple delay components) can be used as the baseline for LCM procedures if the LCM related requirements are agreed to be introduced. If new procedures which legacy framework is not applicable to are introduced, additional core requirement framework can be discussed.
LCM related tests should consider how the framework can address the possibility of updates/activation/deactivation /switching to the functionalities/models after the deployment of the devices in the field.



2.1.1 Requirements for model/functionality select/switch/activate/deactivate/fallback
RAN1 has studied many aspects about general framework of the LCM procedure, many agreements on functionality/model selection, activation, deactivation, switching, fallback were reached in Rel-18.
As per the objectives in the latest WID [2], RAN2 work would be involved in Rel-19 to discuss corresponding signaling and protocol aspects. And for RAN4 responsibility, it aims to specify the necessary requirements on LCM procedures based on the mechanism design from RAN2. Generally, the legacy frameworks can be the reference for defining requirements, such as SCell (or PSCell) activation/deactivation, PCell handover/PSCell change and radio link monitoring, etc. As for the new procedure specifically introduced for AI, the new requirement maybe needed since the legacy framework may not be applicable anymore. 
Here we use the model activation procedure as an example: 
Basically, the legacy SCell (or PSCell) activation/deactivation procedure and requirement could be the baseline for the functionality/model activation/deactivation. In more details, for the corresponding latency requirement, it may at least include the following components. Apart from the scenario on activation of single model, it may be the case on activation of multiple models. 
· UE receive and decode the RRC/DCI/MAC-CE indication from NW
· Serving model deactivation (if any)
· Target model loading and processing
· Target model applying
Besides, RAN1 is parallelly discussing on the following aspects. These factors may also impact on the latency requirement for basic LCM procedure if specified. 
· UE processing ability and model complexity
· Additional conditions
In general, for the details on whether/how to define core requirements on model selection/switching and fallback in RAN4, RAN4 needs to wait for more progress from RAN1/2.
Proposal 1: RAN4 to wait for more progress from RAN1/2 before defining core requirement for LCM procedures, e.g. functionality and model (if justified) selection, activation, deactivation, switching, fallback
2.1.2 Requirements for inference and performance monitoring
For model inference, performance requirements are definitely needed. For each identified use case, the performance metrics may be case-specific and needs to be separately discussed case by case. For performance monitoring, whether or not the metrics are same as inference is still open under discussion. Besides, more details about how to define requirements for inference and performance monitoring shall base on RAN1/2 progress.
Observation 1: For performance monitoring, whether or not the metrics are same as inference is still an open issue under discussion.
Proposal 2: RAN4 to wait more progress from RAN1/2 to consider how to define requirement for inference and performance monitoring procedures.
In addition, how to test and verify the monitoring procedure may be another issue. In SI, RAN1 has studied candidate mechanisms for performance monitoring, e.g., model input based monitoring and model output based monitoring. The choices of the entity of monitoring metrics calculation and decision making are various. If the calculation or the decision-making component are conducted in UE side, how to ensure the monitoring function is working effectively and correctly is a question and testing/verification is needed before come into service. 
Proposal 3: Whether and how to test/verify the performance monitoring procedure needs to be studied by RAN4.
2.1.3	Requirements for data collection
The dataset for AI/ML can be basically divided into three categories: inference dataset, training dataset, and monitoring dataset. All three kinds of dataset can be pre-defined or generated in test system, or may be collected online in the field. No matter what kind of method to obtain these datasets, if there is no requirement for data collection, the performance deterioration may occur due to the low-quality dataset.
Accuracy requirements 
Specification impact of data collection will be further studied in RAN1/2. Some aspects, e.g., measurement configuration and reporting, may have RAN4 impact. RAN4 needs to wait for RAN1/2 progress before making decision on whether requirements for data collection is needed. For accuracy requirement, data collection needs to be considered case by case.
For example, data collection is a very challenging procedure for positioning use case. The quality of the collected data is a key factor in determining the positioning accuracy. 
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity


It is important how to ensure the quality of the collected data. If the quality of the collected data is bad, then these data cannot be used for model training. It would be necessary for RAN4 to define requirements to test or verify the collected data samples before model training at least in positioning use case. From RAN4 perspective, the quality of dataset can be verified by accuracy requirements.
Proposal 4: Accuracy requirements for input data collection need to be considered case by case.

Latency requirement
RAN1 has clarified the latency requirements for data collection for every use case. For example, for CSI compression use case:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI 
	See Notes 1, 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.
See Note 7

	
	Gradients for CSI Feeback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training
See Note 7

	Inference
	CSI Feedback
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics
See Note 6
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI
See Note 6
	 See Notes 1, 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.



· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
Thus, a latency requirement is needed for data collection for model inference and model monitoring when data comes from other entities according to RAN1/RAN2 agreements and it should be considered and discussed case by case
Proposal 5: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
2.2	Generalization requirements/tests
According to the TR [1], the outcome of the discussion for the baseline of handing of generalization in tests is captured in the following content and shown in Fig.1 in blue.
	As for the handling of generalization tests, the following option is considered as baseline:
Signalling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
Specified UE configuration includes functionality and/or model ID if defined


[bookmark: OLE_LINK5][bookmark: OLE_LINK6]However, according to the WID [2], non-static scenarios/conditions and propagation conditions for testing is not preclude and needs to be further studied. Considering various generalization scenarios, too many tests may need to be defined for good coverage of generalization scenarios. In test system, dynamic channel scenario/configuration implemented in TE may be needed to reduce the test burden and to verify the more realistic performance. Dynamic scenario/configuration testing includes e.g. TE dynamically changing the scenario/configuration and this procedure is performed in channel emulator (CE) when testing. TE could change the channel randomly or based on required rules. Such as the following testing method.
· [bookmark: _Hlk146274740]TE changes the scenario/channel in turn and covers all the required scenarios/channels to be tested
· TE changes the scenarios/channel randomly and completes the test within the requirement time
The dynamic scenario/configuration dataset can be generated by 
· Stationary statistical channel modelling method 
· Non-stationary channel modelling method
· Field channel measurement
· Deterministic channel modelling (e.g., Ray Tracing)
The method can be used to evaluation the performance of the dynamic scenario/configuration test and shown as option 2 in Fig.1 in yellow.
[image: ]
Fig.1 An illustration of evaluation methods for dynamic testing
For model management, generalization test would not be needed. It is sufficient to test that model management conducts properly under certain scenarios.
Proposal 6: The feasibility of generalization test by using dynamic scenarios/configurations could be further studied in Rel-19 by considering the following aspects.
· Testing method
· [bookmark: OLE_LINK21][bookmark: OLE_LINK22]TE changes the scenario/channel in turn and covers all the required N scenarios/channels to be tested
· TE chooses a subset of the N scenarios/channels as the scenarios/channels under test based on the certain rules, and changes the scenario/channel randomly and completes the test within the requirement time T.
· Test dataset generation
· Stationary statistical channel modelling method 
· Non-stationary channel modelling method
· Field channel measurement
· Deterministic channel modelling (e.g., Ray Tracing)
2.3	Test post-deployment
When AI/ML models have passed the RAN4 tests and already been deployed in the real field, the UE performance and behavior can be guaranteed. While for AI functionality, to achieve better performance, Model update/retuning may be used for deploying a new model. However, currently no test would be conducted for the updated models. There may be performance degradation if the new model is not well verified. 
Based on the discussion in SI study, model monitoring was suggested to be the candidate way to verify performance of the new model, especially if the monitoring tests are specified. Apart from this, other feasible methods are not excluded if it can better estimate whether the reference performance of model can meet expectations after updating the parameters of the model. Therefore, in WI stage, RAN4 needs further study on whether and how to test the post-deployment AI/ML feature.
Observation 2: Post deployment performance may be verified by model monitoring.
Proposal 7: RAN4 to further study on whether and how to test the post-deployment AI/ML feature for ensuring the performance in Rel-19 stage.
2.4	Ground truth value and propagation condition for test
In SI, the issue for “ground truth” in RAN4 was raised. Based on RAN1 discussion the contents of “ground truth” generally cover many types, which may include: target CSI, RSRP, etc. For CSI feedback, some content may be precoding matrix or channel matrix, such as target CSI used in CSI feedback. For BM, L1-RSRP and beam ID are ground truth. For positioning, it needs more study on whether UE location is a ground truth. 
Observation 3: “Ground truth” in RAN4 need to be discussed on a use case by use case basis.
In RAN4 legacy tests, AWGN channel propagation condition is always used for different use cases, e.g., L1-RSRP measurement, PRS measurement in positioning, etc. For L1-RSRP measurement in OTA test environment, the legacy accuracy test requirement is shown as below:
	Table A.7.7.4.1.3-1: L1-RSRP absolute accuracy test requirement
	
	Test requirement Notes1,2,3

	SSB0
	SSB_RP0 -δ + Gmin ≤ Reported RSRP(dBm) ≤ SSB_RP0 +δ + Gmax

	SSB1
	SSB_RP1 -δ + Gmin ≤ Reported RSRP(dBm) ≤ SSB_RP1 +δ + Gmax

	Note 1:	SSB_RPn is the  equivalent power received by an antenna with 0dBi gain at the centre of the quiet zone configured in the test for the SSB n under consideration
Note 2:	δ is the RSRP absolute accuracy requirement from Table 10.1.20.1.1-1, selected according to the Io used in the test
Note 3:	Gmin and Gmax are the minimum and maximum UE gain values from Table B.2.1.5.1-1, selected according to the UE power class






The SSB_RPn can be easily obtained by measuring a reference antenna in the quiet zone in an anechoic chamber under AWGN channel propagation environment. However, if it is a fading channel environment, it is hard to obtain the SSB_RPn value for testing. In AI/ML, tests can be taken for granted under the AWGN channel environment for convenience, but perhaps it is meaningless since AI/ML features are always aim at fading channel environment in most scenarios for some specific use cases, e.g., in positioning use case. In that case, RAN4 needs to study whether and how to test AI/ML feature under the fading channel propagation conditions case by case.
Proposal 8: RAN4 to study whether and how to test AI/ML feature under fading channel propagation conditions case by case.
3. Summary
In this contribution, we provided our views on general aspects for AI/ML. Based on above analysis, following observations and proposals are present.
Proposal 1: RAN4 to wait for more progress from RAN1/2 before defining core requirement for LCM procedures, e.g. functionality and model (if justified) selection, activation, deactivation, switching, fallback
Observation 1: For performance monitoring, whether or not the metrics are same as inference is still an open issue under discussion.
Proposal 2: RAN4 to wait more progress from RAN1/2 to consider how to define requirement for inference and performance monitoring procedures.
Proposal 3: Whether and how to test/verify the performance monitoring procedure needs to be studied by RAN4.
Proposal 4: Accuracy requirements for input data collection need to be considered case by case.
Proposal 5: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
Proposal 6: The feasibility of generalization test by using dynamic scenarios/configurations could be further studied in Rel-19 by considering the following aspects.
· Testing method
· TE changes the scenario/channel in turn and covers all the required N scenarios/channels to be tested
· TE chooses a subset of the N scenarios/channels as the scenarios/channels under test based on the certain rules, and changes the scenario/channel randomly and completes the test within the requirement time T.
· Test dataset generation
· Stationary statistical channel modelling method 
· Non-stationary channel modelling method
· Field channel measurement
· Deterministic channel modelling (e.g., Ray Tracing)
Observation 2: Post deployment performance may be verified by model monitoring.
Proposal 7: RAN4 to further study on whether and how to test the post-deployment AI/ML feature for ensuring the 
performance in Rel-19 stage.
Observation 3: “Ground truth” in RAN4 need to be discussed on a use case by use case basis.
[bookmark: _GoBack]Proposal 8: RAN4 to study whether and how to test AI/ML feature under fading channel propagation conditions case by case.
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