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1. Introduction
[bookmark: _Hlk149842433]During Rel-18 study phase, RAN4 studied following aspects and they were summarized in TR [1].
-	how to define requirements and tests for inference
-	evaluate feasibility and necessity of requirements/tests for LCM
-	requirements for data collection (in particular for training) could/need be defined
Since general directions for these aspects were deeply discussed and reached consensus, there are still several issues which should be solved to define RAN4 requirements. In last RAN plenary meeting, Rel-19 WID for AI/ML air interface was approved and RAN4 works are derived as follows [2].· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work.

This proposal summarizes remaining issues and propose solutions.
2. Discussion
Through the reviewing Rel-18 outcomes, there are four big categories, performance requirements principle, generalization principle, performance monitoring/LCM principle, and KPIs/Test Metrics principle for each use-case. Here we would like to summarize first three principles.
Performance requirements principle:
During Rel-18 discussion, we reached agreements about performance requirements as follows:
· For Testing goals, Option 1 and/or Option 2 will be selected depending on the test
· Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether and how to define non-static specific scenarios/configurations
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods 
Observation 1: Performance requirements will be specified case by case with following principle:
· Option 1: Whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way
· Option 2: Whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration
· The legacy performance is used as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods without the existing legacy performance
In order to define performance requirements according to this principle, the definition of “proper way” has to be clearly defined for option 1 and “static scenario/configuration” has to be clearly defined for option 2. The simplest way to define “proper way” is that RAN4 specifies test AI/ML model and performance requirements by using the model in the specification for each test case. If DUT can select the test AI/ML model and achieve performance requirements for each case, it can be said “conducted in a proper way”.
Proposal 1: The simplest way to define “proper way” is that RAN4 specifies test AI/ML model and performance requirements by using the model in the specification for each test case. If DUT can select the test AI/ML model and achieve performance requirements for each case, it can be said “conducted in a proper way”.
For option 2, a static scenario/configuration for existing use cases/procedures/functionalities/measurements should be same as existing scenario/configuration. The legacy performance should be same as existing performance requirements. On the other hand for the cases without existing legacy performance, it should be newly defined. 
Proposal 2: For option 2, a static scenario/configuration for existing use cases/procedures/functionalities/measurements should be same as existing scenario/configuration. The legacy performance should be same as existing performance requirements. On the other hand for the cases without existing legacy performance, it should be newly defined.

Generalization principle
During Rel-18 discussion, we reached agreements about generalization as follows:
· Verify whether the minimum level of performance of AI/ML functionality/model  can be achieved/maintain under various scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations.
· With the understanding that the propagation conditions could be covered in the various scenarios and/or configurations following the RAN1/RAN2 procedures
· FFS on how to define the performance degradation
· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
Observation 2: Generalization requirements will be specified based on following principle:
· Verify whether the minimum level of performance of AI/ML functionality/model  can be achieved/maintain under various scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations.
· With the understanding that the propagation conditions could be covered in the various scenarios and/or configurations following the RAN1/RAN2 procedures
· Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
The remaining issues to specify generalization performance requirements are how to define the performance degradation caused by poor generalizability. And how to define multiple tests with different conditions also has to be solved. The problems to define multiple test cases are:
· How many numbers of tests should be specified?
· If it needs tens of different test cases, it may be not feasible to do the test.
· How to define the difference of each test for generalization performance validation?
· If the difference between two tests is too small or too big, the generalization performance cannot be verified.
The possible solution to solve this issue is to introduce some randomness. First, a baseline test condition is defined. Then generalization test condition is defined by adding random factor (e.g. normal distribution variable) on the baseline test. However, the randomness, i.e., variance value has to be carefully designed in this case. Another solution is to define only one additional worse test case for each use-case and fix the performance requirements as same as that of without condition change. The degradation value for test condition has to be carefully designed in this case.
Proposal 3: Two solutions can be considered for generalization validation.
1. Adding random factor (e.g. normal distribution variable) on the baseline test.
· Variance value has to be carefully designed
2. define only one additional worse test case for each use-case and fix the performance requirements as same as that of without condition change
· Degradation value for test condition has to be carefully designed

Performance monitoring and LCM principle
During Rel-18 discussion, we reached agreements about performance monitoring and LCM as follows:
· RAN4 to investigate how to define performance requirements/tests for the following candidate procedures:
· model/functionality monitoring
· model/functionality selection
· model/functionality activation/deactivation/switching/fallback
· FFS whether data collection should be considered
· FFS whether model update/transfer/delivery should be considered
· Define delay requirements based on multiple delay components
Observation 3: Performance monitoring and LCM requirements will be specified based on following principle:
· RAN4 to investigate how to define performance requirements/tests for the following candidate procedures:
· model/functionality monitoring
· model/functionality selection
· model/functionality activation/deactivation/switching/fallback
· Define delay requirements based on multiple delay components
LCM requirements should be defined based on procedures defined by other WGs as same as legacy functionality. However, performance monitoring metric should be defined by RAN4.
Proposal 4: LCM requirements should be defined based on procedures defined by other WGs as same as legacy functionality. However, performance monitoring metric should be defined by RAN4.
About post-deployment validation due to model change/drift, at least it needs the information of how to manage model/functionality. If the model/functionality is stored in somewhere and it can be referred by TE vendor, one possible solution is that TE refers updated model/functionality and validates performance. However, it should be considered that how to treat the condition difference and how often it should be done.
Proposal 5: If the model/functionality is stored in somewhere and it can be referred by TE vendor, one possible solution for post-deployment validation is that TE refers updated model/functionality and validates performance. However, it should be considered that how to treat the condition difference and how often it should be done.
3. Conclusion
In this contribution, we proposed our views on general testability and interoperability discussions for NR AI/ML.
Observation 1: Performance requirements will be specified case by case with following principle:
· Option 1: Whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way
· Option 2: Whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration
· The legacy performance is used as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods without the existing legacy performance
Proposal 1: The simplest way to define “proper way” is that RAN4 specifies test AI/ML model and performance requirements by using the model in the specification for each test case. If DUT can select the test AI/ML model and achieve performance requirements for each case, it can be said “conducted in a proper way”.
Proposal 2: For option 2, a static scenario/configuration for existing use cases/procedures/functionalities/measurements should be same as existing scenario/configuration. The legacy performance should be same as existing performance requirements. On the other hand for the cases without existing legacy performance, it should be newly defined.
Observation 2: Generalization requirements will be specified based on following principle:
· Verify whether the minimum level of performance of AI/ML functionality/model  can be achieved/maintain under various scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations.
· With the understanding that the propagation conditions could be covered in the various scenarios and/or configurations following the RAN1/RAN2 procedures
· Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
Proposal 3: Two solutions can be considered for generalization validation.
1. Adding random factor (e.g. normal distribution variable) on the baseline test.
· Variance value has to be carefully designed
2. define only one additional worse test case for each use-case and fix the performance requirements as same as that of without condition change
· Degradation value for test condition has to be carefully designed
Observation 3: Performance monitoring and LCM requirements will be specified based on following principle:
· RAN4 to investigate how to define performance requirements/tests for the following candidate procedures:
· model/functionality monitoring
· model/functionality selection
· model/functionality activation/deactivation/switching/fallback
· Define delay requirements based on multiple delay components
Proposal 4: LCM requirements should be defined based on procedures defined by other WGs as same as legacy functionality. However, performance monitoring metric should be defined by RAN4.
Proposal 5: If the model/functionality is stored in somewhere and it can be referred by TE vendor, one possible solution for post-deployment validation is that TE refers updated model/functionality and validates performance. However, it should be considered that how to treat the condition difference and how often it should be done.
Annex: Agreements during Rel-18
RAN4#106bis
RAN4 Scope and baseline performance
Agreement: 
· General aspects
· RAN4 will study how to define requirements and tests for inference
· RAN4 does not need to study requirements/tests for training
· If other WG defines the training procedure, RAN4 may need study to define the requirements for it.
· RAN4 could evaluate feasibility of requirements/tests for LCM
· Progress of the discussion will depend on RAN1/2 progress on these procedures 
· FFS if requirements for data collection (in particular for training) could/need be defined
· Defining AI/ML requirements
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods 
· Generalization verification aspects
· Study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML
· One sided and 2-sided models
· RAN4 to consider both models, discussion can continue in parallel.

Training dataset definition
Agreement:
· Dataset to be used for the device model training is left to implementation
· If a specific test for training is defined, RAN4 might have to introduce some conditions and/or accuracy requirements for the training dataset or training data generation

High level testing framework
Agreement:
· RAN4 should design the tests such that performance is guaranteed and to avoid that a UE can easily pass the test but perform poorly in the field. 
· This framework is not directly enforceable but should be considered for all the tests to be introduced
· This also applies to LCM tests, if they are defined.

Terminology
Agreement:
· Terminology as given in R4-2305779 is agreed (included in the Annex) together with the following principles:
· If needed, the description of terminologies in Table 1 can be updated. The changes are then liaised to RAN1 through an LS.
· If needed, new terminology with an appropriate description can be added to Table 1. The changes are then liaised to RAN1 through an LS.
· If RAN1 agrees on new terminology not listed in Table 1, then RAN4 also updates the list of terminologies in Table 1 with the RAN1 agreed description.

Use cases and sub-use cases to be handled
Agreement:
· Following use cases and sub-use cases will be handled in RAN4:
· CSI feedback enhancement
· time domain CSI prediction
· spatial-frequency domain CSI compression
· Beam management
· Spatial-domain DL beam prediction
· Temporal DL beam prediction
· Positioning accuracy enhancements
· direct AI/ML positioning
· AI/ML assisted positioning

LCM Related requirements
Agreements;
· Following LCM related requirements are to be studied:
· Model/Functionality select/switch/activate/deactivate/fallback
· Model/Functionality monitoring
· FFS if requirements for data collection (in particular for training) could/need be defined
· FFS if requirements for transfer/delivery/update
· NOTE: RAN4 study should be aligned with the agreements in other working groups.
· Further study under LCM related tests, if they are defined.
· how the framework can address the possibility of updates/activation/deactivation/switching to the functionalities/models after the deployment of the devices in the filed

Core requirements for AI/ML
Agreement:
· Definition of RAN4 core requirements for the following procedures will be studied based on progress in RAN1/RAN2:
· Performance monitoring procedure, including performance evaluation and decision making procedure for AI/ML functionalities/models
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Latency/interruption requirement for above procedures
· FFS is any other aspects should be studied

KPIs/ Test Metrics for use cases
Agreement:
· Following KPIs are to be considered in the RAN4 study for different use cases.
· KPIs/Test Metrics for CSI prediction and compression
· Throughput
· Other options could also be considered depending on work in other work groups For e.g., SGCS/NMSE and accuracy of CSI prediction, latency of CSI feedback/prediction
· KPIs/Test Metrics for beam management
· Beam prediction accuracy (absolute or relative)
· other KPIs could also be considered: e.g., link throughput, beam measurement accuracy, prediction confidence etc.
· KPIs/Test Metrics for positioning
· Measurement accuracy
· FFS whether latency can also be considered
· other KPIs could also be considered

Reference block diagrams for testing
Agreement: 
· Reference block diagrams for 1-sided model and 2-sided model are to be further studied, 
· Logical block diagrams in R4-2305051 can be used as reference
· AI/ML model control in TE may not be applicable in specific use cases
· Further study, whether test dataset should be defined for each test
· DUT can be either UE or gNB
· “TE” may mean test equipment as used in conformance testing today, but if RAN4 requirements are used as part of model monitoring it may be more generic to refer to the testing methodology.

2-sided framework
Agreements:
· RAN4 to study the following issues for the 2-sided model test framework
· Common assumptions for proposals of the reference decoder / encoder (and the paired encoder/ decoder) for tester
· Definition and derivation procedure of intermediate KPI for decoder evaluation and selection
· Data collection/generation for decoder evaluation, and the common assumptions/environment needed for data collection/generation
· How to minimize the impact of possible variations/differences in the reference decoder/ reference encoder design/implementation on UE/ gNB performance verification
· The impact of reference decoder/ encoder for testing complexity to UE/gNB performance verification, and the advantage/disadvantage analysis of high/low complexity decoders.
· Other aspects are not precluded, companies are invited to bring contribution detailing any other aspects that should be considered
· FFS whether any reference for the encoder/ decoder needs to be considered given that the encoder/decoder performance is to be tested
· Take into account RAN1 discussions and conclusions on interoperability and training for 2-sided
· Reference Decoder for test implementation for 2-sided models in the UE performance tests
· Following options should be studied for the reference decoder for test implementation in the UE performance tests
· [bookmark: _Hlk133244825]Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 5: Option 1, 2, 3 or 4 depending on the test
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options can be discussed depending on companies’ inputs
· Reference decoder defined for the tester in the UE performance tests should not limit the implementation of different models at the network side
· Reference Encoder for test implementation for 2-sided models in the gNB performance tests
· Following options should be studied for the reference encoder for test implementation in the gNB performance tests
· Option 1: reference encoder is provided by the vendor of the decoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference encoder is provided by the vendor of the encoder so that the encoder and decoder are jointly designed and trained
· Option 3: The reference encoders are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference encoders are partially specified and captured in RAN4 spec.
· Option 5: Option 1, 2, 3 or 4 depending on the test
· Option 6: Test encoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options can be discussed depending on companies’ inputs
· Reference decoder defined for the tester in the gNB performance tests should not limit the implementation of different models at the UE side.
· Further discuss the difference between reference encoder/decoder and test encoder/decoder.

LCM related functional tests
Agreement
· RAN4 to investigate how to define performance requirements/tests for the following candidate procedures:
· model/functionality monitoring
· model/functionality selection
· model/functionality activation/deactivation/switching/fallback
· FFS whether data collection should be considered
· FFS whether model update/transfer/delivery should be considered

RAN4#107
Framework for RRC/MAC-CE/DCI based core reqs
Proposals
· Option 1: Use the legacy framework for RCC/MAC-CE/DCI based core requirements(e.g. define delay requirements based on multiple delay components)
· Option 2: RAN4 should study a different framework
Agreement: 
· Use option 1 as the baseline for LCM procedures
· Discuss the additional core requirement framework if the new procedure is introduced by other WGs and option 1 is not applicable to those new procedures.

Metrics for CSI requirements/tests
Agreement:
· For metrics for CSI requirements/tests for model inference performance testing
· Consider the following possible test metrics
· Throughput – absolute throughput or relative throughput
· If throughput is not applicable or significant disadvantage is observed by using throughput, intermediate KPIs like cosine similarity, accuracy of predicted CQI, etc
· FFS on whether the KPIs are testable
· Companies are encouraged to show how the KPI can be tested in RAN4
· If throughput is not applicable or significant disadvantage is observed by using throughput, other test metrics are not precluded
· FFS on whether the KPIs are testable
· Companies are encouraged to show how the KPI can be tested in RAN4

Performance monitoring tests
Agreement:
RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM

Terminology update
Agreement:
Agree with the terminology update in R4-2308796 (Ericsson) and following additions (Annex of R4-2310433)
· Test encoder/decoder for TE - AI/ML model for UE encoder/gNB decoder implemented by TE 

Beam prediction requirements/metrics/KPIs
 Agreement:
Metrics to be studied for evaluation of beam management inference performance (RAN4 to decide which options are relevant and useful based on study):
· Option 1: RSRP accuracy
· Option 2: Beam prediction accuracy
· Top-1 (%) : the percentage of “the Top-1 strongest beam is Top-1 predicted beam”
· Top-K/1 (%) : the percentage of “the Top-1 strongest beam is one of the Top-K predicted beams”
· Top-1/K (%) : the percentage of “the Top-1 predicted beam is one of the Top-K strongest beams”
· Option 3: other options could be considered

Positioning KPIs/metrics
Agreement:
KPIs/metrics to be studied for positioning:
· Option 1: positioning accuracy: Ground truth vs. reported
· only option available for direct positioning
· Option 2: LOS/NLOS indicator
· Option 3: path phase
· Option 4: RSTD
· Option 5: PRS RSRP
· Option 6: others
Companies proposing Option 3 should clarify how this is used for positioning evaluation
Whether option 1 can be used in RAN4 tests as a metric should be further analyzed
RAN4 should also study whether defining a requirement for existing procedures could only be done when AI/ML is used.

Encoder/decoder for 2-sided model
Agreement:
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded
Companies are invited to bring further input on merits/de-merits/feasibility of Options 1- 4.
Proponents of Option 6 should bring clarifications on how this option would be used to implement RAN4 tests.

Design principles/conditions for RAN4 specified decoder/encoder (Options 3 and 4, 6 in previous agreement)
Agreement:
· If 2-sided model is to be used in the WI phase, RAN4 should take into account complexity limitations based on e.g., feasibility of TE implementation and complexity levels considered feasible by network vendors/UE vendors for decoder/encoder deployment. 
· RAN4’s choice of test decoder/encoder should aim as much as possible to avoid limiting the implementation choices, including e.g. complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field 
· This principle may not be fully achievable in practice
· Other principles to be further discussed/studied

Reference block diagram for 1-sided model and 2-sided model
Agreement:
Companies are invited to provide further analysis/clarifications on the logical models to be considered for the RAN4 AI/ML testing framework after RAN1/2 reach agreement on diagram for AI/ML framework. Block diagrams for UE-side testing in R4-2309317 can be taken as reference. FFS whether and how the reference block diagram can be provided for gNB-side testing.

RAN4#108
Issue 1-9: Encoder/decoder terminology for two sided model 
Agreement:
· Only use test encoder/decoder, no need for reference encoder/decoder
Issue 1-10: TR Update comments
Agreements:
· Comments to provide comments on the TP proposed by CAICT by the next meeting
· Further discuss the TR structure based on RAN4 progress
Issue 1-11: Terminology update 
Agreement:
· Follow RAN1 terminology
· Proposed changes in R4-2312741 are endorsed
Issue 1-4: AI/ML model complexity 
Agreement:
· The practical processing capability and implementation complexity for device under test should be assumed when specifying RAN4 requirements.
· The UE capability may be needed to handle different complexity for one side and two-side models.
· The complexity of UE should also be studied when making assumption on BS side model, and vice versa.
Issue 2-2: Metrics/KPIs for Beam prediction requirements/tests 
Agreement:
· Metrics/KPIs for Beam prediction requirements/tests include
· Option 1: RSRP accuracy
· Option 2: beam prediction accuracy :Top-1(%), Top-K(%)
· Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
· Related measurement accuracy can be considered to determine x
· Option 4: overhead/latency reduction 
· Option 5: combinations of above options
· The overhead/latency reduction should be considered for the requirements as the side condition
Issue 3-3: Encoder/decoder for 2-sided model
Agreement:
· Down-select option 6.

RAN4#108bis
Issue 1-2: Generalization goals 
Agreement:
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations
· FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· FFS on what the minimum level performance for each identified scenario and/or configuration is
· FFS on what the significant degradation for other scenarios and/or configurations is
Issue 1-3: Handling of generalization in tests
Agreements:
· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
· FFS on Option 2
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined
Issue 2-1: Metrics/KPIs for CSI requirements/tests
· Proposals
· Option 1: Throughput/relative throughput
· Option 2: SGCS, NMSE
· Option 3: CSI prediction accuracy
Agreement:
· For Metrics/KPIs for CSI requirements/tests, use Option 1 as baseline
· For Option 3, further discuss the feasibility to define the CSI prediction accuracy in the WI phase.
· FFS for monitoring metrics
Issue 2-2: Metrics/KPIs for Beam prediction requirements/tests
· Proposals
· Option 1: further downselect one/more of the above
· Option 2: document all the above in the TR as possible metrics
· Option 3: add other metrics?
Agreement: 
· Use option 2 as baseline to prepare TP.
Issue 2-3: Metrics/KPIs for positioning requirements/tests
· Proposals
· Option 1: ground truth vs. reported location
· Option 2: CIR/PDP, channel estimation accuracy
· Option 3: ToA, RSTD and RSRP, and RSRPP
· Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above
Agreement: 
· Prepare TP to capture the agreed options for metrics in the previous meetings
Issue 3-1: Test encoder/decoder option 4
Agreement:
· Who builds the decoder? 
·  TE vendor should be able to develop  the decoder just based on the specifications 
· FFS what needs to be specified, RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance within the same bounds as with TE vendors
· FFS how similar the performance has to be among possible implementations
Companies are invited to bring further inputs for the following questions:
· Is there a standardized data set for this decoder? 
· Will decoder be shared with DUT vendors and infra vendors?

Issue 3-2: Test encoder/decoder options comparison table
Agreements:
For all options RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor
	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification



RAN4#109
Issue 1-1: Testing goals
Agreement:
· For Testing goals, Option 1 and/or Option 2 will be selected depending on the test
· Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether and how to define non-static specific scenarios/configurations
Issue 1-2: Generalization update 
Agreement:
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model  can be achieved/maintain under various scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations.
· With the understanding that the propagation conditions could be covered in the various scenarios and/or configurations following the RAN1/RAN2 procedures
· FFS on how to define the performance degradation
Issue 1-3: TP handling
Agreement:
Agree the proposed TP in R4-2321803.
Issue 1-4: Terminology update
Agreement:
Agree the terminology updated proposed in R4-2320357


Issue 1-8: Ground truth handling 
Agreement:
· Explicit definition of ground truth could be discussed further in WI use case by use case when a necessity is identified

Issue 3-1: Block diagram for 1-sided model
Agreement
LCM
Verification
 
AI/ML functions
Test configuration/controller
Signal generator
inference
LCM
DUT
TE

LCM : includes functionality and/or model ID based LCM 
Notes regarding the diagram:
- diagram only contains the physical links between the TE and the DUT, not the logical links
- logical links will depend on the functionality being tested
- some blocks may not be used in some of the tests
- LCM may not be tested depending on the purpose of the test
- Scope includes both performance and potentially LCM testing
- diagram assumes offline training not included in the specifications

Issue 3-2: Block diagram for 2-sided model
Agreement

LCM
Verification
 
AI/ML functions
Test configuration/controller
Signal generator
inference
LCM
DUT
TE
inference

LCM : includes functionality and/or model ID based LCM 
Notes regarding the diagram:
- diagram only contains the physical links between the TE and the DUT, not the logical links
- logical links will depend on the functionality being tested
- some blocks may not be used in some of the tests
- LCM may not be tested depending on the purpose of the test
- Scope includes both performance and potentially LCM testing
- diagram assumes offline training not included in the specifications

Issue 3-3: Option 4 clarifications
Agreements:
Interoperability should be ensured based on the parameters that need to be specified
· Parameters that need to be specified are FFS
Candidate parameters/conditions that may be considered for defining test decoder for Option 4:
· Training data set for TE decoder training
· Model structure (Activation function is included in the model structure)
· Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of model parameters
· Compression ratio of decoder (output size/input size)
· Quantization level
Other parameters  not precluded, to be further  discussed
Feasibility of definition of parameters  is to be further investigated
Option 4 target is that a single decoder implemented by each TE vendor will be enough for at least a single test for any DUTs.
· TE vendor should be  able to implement the test decoder for Option 4 without any involvement from another party
· 2-sided comparison table is based on the assumption that for Option 4 the TE vendors can implement the decoder just based on the specifications(no other party involved)
· If this is found infeasible, another option in which TE vendors need to collaborate with DUT/infra vendors to implement the decoder could be considered.
· Table would need to be revised if collaboration between TE vendor and DUT/infra vendor is needed
Option 3 target is that a single decoder defined in the specifications for at least a single test for any DUTs.

Issue 3-4: 2-sided testing options comparison table
	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	
	
	
	 

	Source of test decoder training data 
	
	
	
	FFS
Could be specified depending on how Option 4 will be defined

	DUT vendor knowledge of the test decoder
	
	
	
	

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	
	
	
	

	Test decoder performance verification procedure at TE and/or DUT
	– need to ensure that decoder performance is not degraded(as intended by the decoder provider) on the TE 

	- need to ensure that decoder performance is not degraded(as intended by the decoder provider) on the TE 
– need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long as the  model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS
	FFS
	FFS
	FFS

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used in actual field deployments )knowledge of model, training type, etc.)
	
	
	
	

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Higher  than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required 
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Lower than Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Higher than Option 3 in terms of that training at TE is required
Note: How to ensure compatibility/interoperability between TE and DUT needs further study.

	Specification Effort (defining test decoder and requirements)
	Low
	Low 
	Highest 
RAN4 needs to standardize the entire decoder
	High
 RAN4 needs study and decide on what to standardize

	Confidentiality/ IP issues in the testing procedure(after specs are published)
	
	
	 No
	No


	Applicability to different scenarios/conditions/ configurations
	
	
	
	

	[bookmark: _Hlk151101491]Complexity of testing for the ecosystem
	Testing the encoder at DUT
Higher than Option 3/4
Need for interaction between TE vendors and DUT vendor

	Testing the encoder at DUT
Higher than Option 3/4
Testing complexity higher also than option 1.

	Testing the encoder at DUT
Low –providing no need for interaction between TE vendors and other parties

	Testing the encoder at DUT
Low –  providing no need for interaction between TE vendors and other parties


	Complexity of verifying/testing the test decoder
	Higher than option 3/4
FFS compared to option 2
	Higher than Option 3/4
FFS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	
	
	
	

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	
	
	
	

	Relationship with reference decoder/encoder(used by RAN4 to define the performance requirements) for defining requirement
	
	
	
	

	Whether model transfer/delivery is needed during the test procedure
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