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1 Introduction
In this contribution, we will discuss testability issues for beam management.
	· Test goal
· Test scenario and generation
· Data collection
· Ground truth


2 Discussion
2.1 Testing goal
In TR [1], it’s outlined that the testing goal will be selected depending on the test:

	For testing goals, Option 1 and/or Option 2 below will be selected depending on the test
· Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether and how to define non-static specific scenarios/configurations



From our understanding, option 1 is more like functionality verification, e.g. model switch, activation, de-activation, monitoring in LCM procedure. Option 2 is more like performance verification, e.g. accuracy and generalization requirement.

For beam management, the current test will include two aspects:
· LCM procedure related test
· Beam prediction accuracy/generalization related test

Therefore, both option 1 and option 2 related test cases needs to be defined for beam management.
Proposal 1: Both option 1 and option 2 based test goal are needed for beam management.
2.2 Test scenario and generalization
According to RAN1 discussion, two terminologies are defined for functionality/model identification, i.e., condition and additional condition. For example, the condition or additional condition may include: the number of beams in set A/B, mapping/association between beams in set B and beams in set A, the number of history measurement time instance, the number of predicted future time instance, etc. RAN4 can wait for RAN1 progress on configurations and discusses the details of test scenarios first. After that, RAN4 can further discuss generalization configuration.
Proposal 2: RAN4 to wait for RAN1 progress on conditions for functionality/model identification to define detail test scenario.
2.3 Data collection for test
	Different generating methods of test dataset can be used for different tests. The following candidate methods are to be considered:
· Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, etc.
· “Legacy approach” refers legacy test in which a channel model is used 
· Field dataset (data collected directly from field measurements)
· TE generates dataset for test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)
· Other methods are not precluded



As we know, AI performance is highly dependent on the dataset. We understand that the dataset generated by 38.901 may not really reflect the channel condition in reality and field dataset is more similar to real data. However, it’s FFS how to obtain and define a common filed dataset.
In RAN1 SI for AI beam management, SLS simulation assumption is defined where dataset is based on 38.901. Companies provide results based on assumed dataset and have verified the perform gain. Therefore, we suggest to apply the dataset based on TR 38.901 for test in RAN4. 
Proposal 3: Apply the dataset based on TR 38.901 for beam management test in RAN4. 
2.4 Ground truth
	Issue 1-8: Ground truth handling 
· Proposals
· Option 1: Explicit definition of ground truth could be discussed further in WI use case by use case when a necessity is identified
· Option 2: The ground truth shall be mapped to the input and compared to measurement results to guarantee the data quality.
· Option 3: It is not possible to establish a ground truth in RAN4
· Option 4: Other


In last meeting, ground truth issue is discussed in general aspect part and many companies share the same understanding that ground truth issue could be discussed case by case. Therefore, we discuss ground truth in beam management test metric here.
The test metric for beam management is defined below:
	· Option 1: RSRP accuracy
· Option 2: Beam prediction accuracy
· Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
· Related measurement accuracy can be considered to determine x
· Option 4: combinations of above options


RSRP accuracy 
For option 1, it’s related to RSRP prediction accuracy. RSRP prediction accuracy metric is defined in clause 6.3.1 in TR:
	For AI/ML models, which provide L1-RSRP as the model output, the accuracy of predicted L1-RSRP is to be evaluated. Companies optionally report average (absolute value)/CDF of the predicted L1-RSRP difference, where the predicted L1-RSRP difference is defined as the difference between the predicted L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the same beam.




therefore, test metric of RSRP accuracy defined in RAN1 is:
RSRP accuracy for AI = Predicted L1-RSRP of Top-1 predicted beam - Ideal L1-RSRP of Top-1 predicted beam
From RAN1 simulation baseline, ideal L1-RSRP refers to measured L1-RSRP without error:
	Note: ideal measurements are assumed

· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed.


Here, ideal L1-RSRP in AI test is based on measurement but the measurement has no error. However, in reality, the measurement will anyway include error. RAN4 has defined measurement accuracy requirement. The assumption of ideal measurement with no error in RAN1 is not feasible in RAN4 test. 
Therefore, there are two options to define ground truth of L1-RSRP in AI:
· Option 1: Measured L1-RSRP with error
· Option 2: re-use ideal L1-RSRP definition in legacy L1-RSRP accuracy test
For option 1, ground truth L1-RSRP is measured L1-RSRP of the best predicted beam. However, the L1-RSRP is not real ideal, it will include measurement error. And the test metric will only reflect the relative RSRP delta between predicted RSRP and measured RSRP. It’s not absolute RSRP delta.
For option 2, similar as legacy genie L1-RSRP, ground truth L1-RSRP is not obtained from measurement and it’s known by TX generator, then the RSRP delta definition is the same as legacy. However, if UE applies measured L1-RSRP as ground truth in training stage, while Genie L1-RSRP is used as ground truth in reference stage, the performance will degrade due to data mismatch.
Proposal 4: If RSRP prediction accuracy will be tested, RAN4 to further discuss how to define ground truth of L1-RSRP.
Beam prediction accuracy
For best beam index prediction, the test metric defined in RAN1 is as below:
	-	Beam prediction accuracy (%):
-	Top-1 (%): the percentage of "the Top-1 genie-aided beam is Top-1 predicted beam"
-	Top-K/1 (%): the percentage of "the Top-1 genie-aided beam is one of the Top-K predicted beams"
-	Top-1/K (%) (Optional): the percentage of "the Top-1 predicted beam is one of the Top-K genie-aided beams"
-	Where K >1 and values can be reported



	Top-1 genie-aided Tx beam considers the following definitions: 
-	Option A (baseline), the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
-	Option B (optional), the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
- Specific Rx beam(s) are to be reported. Note: specific Rx beams are a subset of all Rx beams. 	


From RAN1 definition, ground truth of ideal beam index is Top-K genie-aided Tx beam. Here Genie-aided Top-1 Tx beam is not measured Top-1 Tx beam and it’s known by generator. It’s similar as legacy genie definition in RAN4.
Proposal 5: If beam prediction accuracy will be tested, the ground truth of best TX beam index is Top-K genie-aided Tx beam, which is known by generator and is not measured Top-K Tx beam.
3 Conclusion
In this contribution, we provide the following proposals:
Proposal 1: Both option 1 and option 2 based test goal are needed for beam management.
Proposal 2: RAN4 to wait for RAN1 progress on conditions for functionality/model identification to define detail test scenario.
Proposal 3: Apply the dataset based on TR 38.901 for beam management test in RAN4. 
Proposal 4: If RSRP prediction accuracy will be tested, RAN4 to further discuss how to define ground truth of L1-RSRP.
Proposal 5: If beam prediction accuracy will be tested, the ground truth of best TX beam index is Top-K genie-aided Tx beam, which is known by generator and is not measured Top-K Tx beam.
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