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Introduction

In RAN #102 meeting, the WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are duplicated as following.

	Testability and interoperability [RAN4]: 

Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 

Relation to legacy requirements

Performance monitoring and LCM aspects considering use-case specifics

Generalization aspects 

Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)

UE processing capability and limitations

Post-deployment validation due to model change/drift


 This contribution provides discussion on testability and interoperability issues for positioning accuracy enhancement.

Discussion  
Positioning accuracy enhancements include direct AI/ML positioning and AI/ML assisted positioning. The output of direct AI/ML positioning model is UE location. The output of assisted AI/ML positioning model is new measurement and/or enhancement of existing measurement. In Rel-18 SI discussion, for metrics for AI/ML based positionging, following test metrics are considered [2], and the feasibility and testability of different options should be further justified in WI. 
Option 1: positioning accuracy: Ground truth vs. reported

only option available for direct positioning

Option 2: CIR/PDP, channel estimation accuracy

Option 3: ToA, RSTD and RSRP, and RSRPP

Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above
In our view, the metrics for AI/ML based positionging can be discussed case by case. For direct AI/ML positioning, we support to define requirements. Different from assisted positioning, the output of AI/ML model is UE position, which is new for RAN4. This use case is representative and need to be verified. And Option 1 can be used to define requirements. In our understanding, Option 1 is testable. The positioning accuracy could be the difference in meters/sub-meters between reported position and ground truth labels in each dimension of x-axis and y-axis. And the ground truth labels cold be settled by TE in the test.

Proposal 1: for direct AI/ML positioning, it is proposed to define requirements, and the metrics for positioning requirements/tests is proposed as positioning accuracy: Ground truth vs. Reported.

For AI/ML assisted positioning, one way to define performance requirements is similar as direct positioning to use final position, which is positioning accuracy. The other way is to take legacy measurement accuracy e.g. accuracy for RSTD, RSRP measurements as baseline. In our view, considering the output of assisted AI/ML positioning model is intermediate positioning measurement, the latter way is prefered. As for which metrics are used for AI/ML assisted positioning, it can be discussed case by case.
In Rel-18 study, following Cases are considered:

-
Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

-
Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

-
Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

-
Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

-
Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Case 1, 2a, 3a are AI/ML assisted positioning. In summary, they can be categorized as UE-sided model and gNB-side model. In existing non-AI positioning, the performance requirements are different for UE and gNB. For UE, positioning measurement requirements include RSTD, PRS-RSRP, UE Rx-Tx Time Difference Measurements, PRS-RSRPP. While for NR gNB, positioning measurement accuracy requirements are specified for SRS RSRP, gNB Rx-Tx time difference measurement. One reason to have different type of metrics between UE and gNB is  to consider the different implementation among different infra-vender. However, for AI/ML based positioning, the issue in legacy positioning does not exist, the difference is whether the model is implemented in UE side or gNB side. To simplify RAN4 work, one consideration is to use same type of metrics for both  UE-side model and gNB-side model. 

Proposal 2: for AI/ML assisted positioning, it is proposed to discuss whether same metric(s) for requirements/tests can be used for both  UE-side model and gNB-side model. 

As for the details of metric, it is straightforward that legacy metric, e.g. ToA, RSTD and RSRP, and RSRPP can be used for AI/ML assisted positioning. Except these, we see the necessity to consider  CIR/PDP. CIR/PDP is input of model. Similar as RSTD and RSRP, there is measurement error which may have impact on the performance of model. It is proposed to consider CIR/PDP  as new measurement to define requirements.

Proposal 3: except  ToA, RSTD and RSRP, and RSRPP, it is proposed to consider CIR/PDP  as new measurement to define requirements.

According to RAN1 evluation, for positioning, there is performance difference under different assumptions, e.g. model-input Size Reduction, non-ideal label(s). Taking  non-ideal label(s) as an example, for direct AI/ML positioning, for L in the range of 0.25m to 5m, the positioning error increases approximately in proportion to L, where L (in meters) is the standard deviation of truncated Gaussian Distribution of the ground-truth label error. When we define requirements, it is necessary to discuss whether and how to consider the impact due to different assumptions, e.g. model-input Size Reduction, non-ideal label(s).

Proposal 4: when specify performance reqirements for AI/ML based positioning, it is proposed to discuss whether and how to consider the impact due to different assumption, e.g.model-input Size Reduction, non-ideal label(s), etc.
Conclusion

This contribution provides discussion on testability and interoperability issues for positioning accuracy enhancement. The proposals are:

Proposal 1: for direct AI/ML positioning, it is proposed to define requirements, and the metrics for positioning requirements/tests is proposed as positioning accuracy: Ground truth vs. Reported.

Proposal 2: for AI/ML assisted positioning, it is proposed to discuss whether same metric(s) for requirements/tests can be used for both  UE-side model and gNB-side model. 

Proposal 3: except  ToA, RSTD and RSRP, and RSRPP, it is proposed to consider CIR/PDP  as new measurement to define requirements.

Proposal 4: when specify performance reqirements for AI/ML based positioning, it is proposed to discuss whether and how to consider the impact due to different assumption, e.g.model-input Size Reduction, non-ideal label(s), etc.
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