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Rel-19 Work Item (WI) was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface (WID in [1]). The application of AI/ML techniques to NR air interface has been studied in FS_NR_AIML_Air.
This work item provides normative support for the general framework of AI/ML concerning air interfaces. It also enables the implementation of recommended use cases outlined in the previous study. Furthermore, several study objectives within this project aim to address outstanding issues identified during the study, with the goal of enhancing understanding in preparation for future normative effort.
The current agreements on how to perform the RAN4 study on general issues for AI/ML, and issues related to interoperability/testing have been captured in the latest TR [2]
In this contribution, we provide our viewpoints on various aspects on the interoperability and testability for beam management.
Discussion
KPIs/ Test Metrics for use cases 
KPIs/Test Metrics for beam management
In TR 38.843 the following agreements are captured  for KPIs/Test metrices for BM use case.
Both spatial-domain DL beam prediction and temporal DL beam prediction are considered.
For metrics for beam management requirements/tests, the following test metrics are identified and could be considered
-	Option 1: RSRP accuracy
-	Option 2: Beam prediction accuracy
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam"
-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
-	Related measurement accuracy can be considered to determine x
-	Option 4: combinations of above options
The overhead/latency reduction should be considered for the requirements as the side condition. 
The TE might know the best Top-1 or Top-K beam from legacy/genie, or it will configure the UE to measure and rank the strongest measured Top-K beams from Set A and report the strongest measured RSRP and/or beam IDs of Top-K beams. 
Two different KPIs have been suggested for BM: RSRP prediction accuracy and Beam prediction accuracy. For RSRP prediction accuracy, if  the predicted RSRP value of strongest beam lies within a tolerance margin from the RSRP value of strongest beam from legacy or measurement then the test could be validated (otherwise the test will fail) For Beam prediction accuracy, if the strongest beam ID from legacy or measurement is in the predicted Top-K beam IDs then the test will be validated. 
Regarding Option 1: It should be clarified if the RSRP accuracy pertains only in the case where the best AI/ML predicted beam’s ID is the same with the legacy’s/genie best beam so that we compare RSRPs with the same beam ID. 
Proposal 1: For testing purposes and defining requirements for BM, RAN4 should clarify if RSRP accuracy pertains to the scenario where the top predicted AI/ML Beam ID is the same with legacy’s/genie
For a UE supporting AI/ML RSRP prediction (not only beam ID prediction) Option 1 test metric can be evaluated as shown in Fig 1. The AI/ML model predicts the RSRPs across the set A of beams and reads the predicted RSRP at the known genie beam ID location. Then it compares the predicted RSRP with the genie RSRP. 
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Fig. 1: Option 1 test metric for BM requirement/testing 
According to the definition of the KPIs/test metrics, the success of a UE passing the BM requirement/test depends on which Option is being used. That is, a UE can pass the test under Option 1 test metric but it could fail the test under Option 2 or 3 test metric. This is shown in Fig 2. In this scenario, UE passes Option 3 since the best beam among the top-4 beams has a higher RSRP than the genie RSRP. But it fails Option 1 since the RSRP accuracy is poor. It also fails Option 2 test metric since the genie beam ID doesn’t belong to the the top-4  predicted beam IDs. 
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Fig. 2: UE passes the test under Option 3 but fails Option 1 and Option 2 

Another example is shown in Fig 3. In this scenario, UE passes the test under Option 3 and Option 1 test metric but fails the test metric for Option 2 (beam ID accuracy) 
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Fig. 3: UE passes the test under Option 3 and Option 1 but fails the Option 2 
In yet another example in Fig 4, UE passes the test with Option 2 metric but it fails the test under Option 1 and Option 3 metrics. 
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Fig. 4: UE passes the test under Option 2 but fails Option 1 and Option 3 
Observation 1: For testing purposes and defining requirements for BM, a particular UE can pass a test under one test metric but fail the other Options/test metrics. 
Another issue we observe is with the Option 3 test metric. According to option 3 if the maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB then the test would be successful. Fig 5 shows an example where the AI/ML predicts the top 4 RSRPs corresponding to the best top 4 beam IDs. Since the best AI/ML predicted RSRP is quite close to the genie RSRP, the test would pass. However, this option has two issues: (1) We don’t guarantee that the genie beam ID is the same with best predicted beam ID. Therefore, we would compare RSRPs at different beam IDs (2) The AI/ML RSRP prediction accuracy may be poor even if the test passes.
As it is shown in Fig 5, it would be possible that the RSRP prediction accuracy for the last 3 beams is quite poor. We can see that by comparing the circles with the stars RSRP levels. The last three values of RSRP accuracy is poor. That is, the test would pass even though the “average” RSRP level prediction accuracy is quite low. 
Observation 2: Ensuring identical beam IDs between legacy/genie system and AI/ML models for RSRP comparisons, as well as maintaining an “average” RSRP accuracy across multiple beams, poses a challenge for the Option 3 test metric. (that is, it fails to test for those)
Proposal 2: There are issues with  Option 3 test metric for beam management requirements/tests. RAN4 to revise option 3 to address the issues discussed or propose a different test metric.
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Fig. 5: Illustration of Option 3 issue for beam management requirements/tests
For option 2 test metric , guaranteeing that the AI/ML predicts the true beam ID doesn’t imply that the RSRP accuracy requirement is satisfied. The issue is shown in Fig 6. The best legacy beam ID coincides with one of the predicted beam IDs and therefore the beam prediction accuracy test will pass but since the strongest predicted RSRP is far away from the strongest legacy RSRP, RSRP prediction accuracy would be poor. 
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Fig. 6: Illustration of Option 2 issue for beam management requirements/tests
Observation 3: For option 2 test metric, using the beam ID prediction accuracy as the KPI for validating the test could lead to testing issues since RSRP accuracy couldn’t be guaranteed or tested 
Our understanding about the difference between beam prediction and RSRP prediction is as below:
· Beam prediction accuracy metric– evaluate the beam index difference or RSRP difference between predicted Top-1/K beam and Genie-aided Top-1/K beam.
· RSRP prediction accuracy metric– evaluate RSRP difference between predicted RSRP and ideal RSRP of the same beam (needs to be captured in TR if this is the case)
Beam prediction accuracy centers on the difference in beam indexes or the variation in RSRP resulting from potential beam mismatches. This indicates that differences in RSRP could come from beam mismarches.
RSRP prediction accuracy revolves around the variance in RSRP for the identical beam (needs to be captured in TR). The accuracy in RSRP prediction aligns more with the traditional definition of accuracy in legacy RSRP measurements.
Both beam prediction accuracy and RSRP prediction accuracy metric are important. Beam prediction accuracy can guarantee that Top-1/K beam is predicted with high possibility. L1-RSRP will provide link quality information. RSRP prediction accuracy will make sure that RSRP prediction is accurate enough to make decision in many scenarios. For example, for L1/L2 mobility, NW will need L1-RSRP value to make decision for HO. Besides, in BFD or CBD, L1-RSRP/L1-SINR value will help to check whether Qin and Qout threshold is satisfied or not. 
Observation 4: RAN4 needs to capture a different test metric or a combination of Options 1,2,3
Proposal 4: For testing purposes and defining requirements for BM, RAN4 to specify a new KPI that is a combination of Options 1,2,3 
Measurement accuracy requirements/Training Data Quality for BM
For training the AI/ML models for beam management we need to agree on what the source of the training data is. We can consider the following options: 
(1) Training data are based on some genie measurements (potentially noise and distortion free) and by using a system level channel generation based method. This approach would result in model mismatches and generalization issues in the real deployment
(2) Training data are based on real measurements 

Observation 5: The source of training data for beam management will play a crucial role in AI/ML BM performance and in the generalization performance in real deployment
Proposal 5: RAN4 to investigate the source of training data for BM by taking into consideration the advantages and disadvanges of all the considered options 
For the option (1) above, it could be challenging to avoid model mismatches during real deployment and to guarantee generalization. Moreover, vendor specific Tx architectures/beamforming will need to be known and be part of the generated training data. 
In case the training data are based on real measurments there is a tradeoff between data quality and model generalization: In both BM-Case 1 and BM-Case 2 sub-use cases, L1-RSRP measurements serve as inputs and outputs for the AI-ML model. However, these measurements are susceptible to errors due to RF impairments,  thermal noise, quantization noise and other non-ideal components at the UE receiver. The range of measurement errors for FR2 is defined by current L1-RSRP requirements outlined in Clauses 10.1.20 of TS 38.133.
For both the Base Station (BS) and UE side models, these measurement errors impact the input L1-RSRPs for SetB beams. Simultaneously, during the training phase, measurement errors (and quantization errors) also influence the output because the labels/RSRPs are determined based on the non-ideal L1-RSRP of SetA beams. This interplay of errors affects both input and output data in the ML model training and inference processes. We would want to avoid the scenario where the AI/ML model attempts to fit the noise or impairment errors.
Moreover, there is variability among the magnitude of errors. Such a concern arises when we consider the trade-off between data quality and model generalization. For instance, consider two UEs: UE 1 positioned at the center of the serving cell and UE 2 at the cell's edge (low SNR). We opt to use ground truth to retain "good data" (from UE 1 due to favorable Signal-to-Noise Ratio or SNR) while discarding "bad data" (from UE 2 due to poor SNR), undoubtedly enhancing the model's training performance but trading off generalization performance for users with low SNR conditions. Deploying this model in real-world scenarios where radio conditions (measurments at low SNR) and obstacles, such as Non-Line-of-Sight (NLOS) elements, significantly differ from the controlled test environment, can result in degraded model performance. This discrepancy jeopardizes the model's ability to generalize well, undermining the efficacy of RAN4 testing goals.
Observation 6: For training data based on real measurements, the quality of  training data depends on RF impairments, and other noise sources. There is tradeoff between training data quality and generalization performance. 
Proposal 6: For training data based on real measurements, for BM-Case1 and BM-Case2, RAN4 should study the impact of legacy L1-RSRP measurement accuracy requirements (accuracy of training data) as well as the quality of those data on the performance and generalization of AI/ML based BM
Generalization issues for BM
For AI/ML based BM solution, generalization poses one of the main challenges for RAN4 testing. Generalization issue includes the following main aspects:
 Changing radio/propagation conditions
If an AI/ML functionality/model has been trained primarily on a dataset representing specific radio conditions, it may encounter diminished performance when faced with varying channel conditions in real-world environments. For example different propagation environments characterized by different angular/delay spread (LOS/NLOS) can alter the spatial mapping from set B to set A of beams learnt by AI/ML. Similarly the spatial mapping between set B and set A can be impacted by the carrier frequency of the measurements. 
 Changing scenario/configuration/parameters settings
The performance of different AI/ML applications is greatly influenced by the level of generalization achieved  which depends on the configuration and parameter settings utilized for training dataset creation. For instance, in the context of beam management in AI/ML, configurations need to consider various beam sets and codebooks, along with variations in the number of wide and narrow beams (Fig 3), and a diverse grid of beam configurations measurements across multiple frequencies or bands. The codebooks between serving cells could be different in shape, number and order (SSB sweeping). 
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Fig. 3:  Various beam sets and codebooks across different serving cells 


It would be beneficial to identify a set of reference conditions/configurations based on typical RAN4 testing methods. Example of reference radio condition can be an AWGN propagation condition or a particular CDL channel.  Example of reference configuration can be a certain (selected/mutually agreed) beam set A and set B, number of wide/narrow beams,  frequency of the sweeping beams, grid  beam configuration, antenna spacing in wavelengths, etc. 
To guarantee that the UE operates within acceptable margins, it's essential to subject it to various radio conditions and configurations for testing and generalization validation in RAN4. Mutually agreed-upon scenarios can be selected for testing to validate the generalization aspects of the Beam Management (BM) use case. For instance, concerning radio conditions, scenarios may be chosen from the most prevalent conditions observed in the field or from standardized propagation modes while also varying the SNR conditions, For the selection of different configurations, a selection of beam set configuration from different network vendors, different grid of beam configurations, different number of narrow and wide beams, and different antenna spacings could be chosen.

Observation 7: To guarantee that the UE operates within acceptable margins, it's essential to subject it to various radio conditions and configurations for testing and generalization validation in RAN4 

Having a different AI/ML model for each different Scenario/configuration could increase the UE complexity and storage requirements as well as the overhead of delivery/transfers and the associated overhead/latency.
It would be more advantageous to employ a smaller set of “super models” with enhanced generalization capabilities (Fig 4). To enhance the generalization aspects of an AI/ML we could consider the following options:
· Train the AI/ML model with a diverse dataset that covers multiple Scenario/configurations 
· Increase the number of AI/ML input channels with assistance/side information. The assistance/side information could indicate some information on the radio conditions (high/low SNR, LOS/NLOS conditions, delay spread, etc) or on the specific configuration (the physical angles of setB in BM, the configuration of the grid of beams in terms of wide/narrow beams, information of antenna spacing, etc)
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Fig. 4: AI/ML Super Model with assistance/side information


Proposal 7: Reference radio conditions and configuration/parameter settings need to be specified for the Beam Management (BM) use case. In addition to the reference conditions and configurations, various other scenarios shall be agreed upon for testing generalization

Proposal 8: To improve the generalizability of the AI/ML model and reduce the complexity and requirements for model delivery/transfer, RAN4 should explore integrating side/assistance information within the AI/ML model.
Conclusion
In this section we summarize our discussion by listing the observations and proposals discussed in this contribution:
Observation 1: For testing purposes and defining requirements for BM, a particular UE can pass a test under one test metric but fail the other Options/test metrics. 
Observation 2: Ensuring identical beam IDs between legacy/genie system and AI/ML models for RSRP comparisons, as well as maintaining an average RSRP accuracy across multiple beams, poses a challenge for the Option 3 test metric. (that is, it fails to test for those)
Observation 3: For option 2 test metric, using the beam ID prediction accuracy as the KPI for validating the test could lead to testing issues since RSRP accuracy couldn’t be guaranteed or tested 
Observation 4: RAN4 needs to capture a different test metric or a combination of Options 1,2,3
Observation 5: The source of training data for beam management will play a crucial role in AI/ML BM performance and in the generalization performance in real deployment
Observation 6: For training data based on real measurements, the quality of  training data depends on RF impairments, and other noise sources. There is tradeoff between training data quality and generalization performance. 
Observation 7: To guarantee that the UE operates within acceptable margins, it's essential to subject it to various radio conditions and configurations for testing and generalization validation in RAN4 
Proposal 1: For testing purposes and defining requirements for BM, RAN4 should clarify if RSRP accuracy pertains to the scenario where the top predicted AI/ML Beam ID is the same with legacy’s/genie
Proposal 2: There are issues with  Option 3 test metric for beam management requirements/tests. RAN4 to revise option 3 to address the issues discussed or propose a different test metric.
Proposal 4: For testing purposes and defining requirements for BM, RAN4 to specify a new KPI that is a combination of Options 1,2,3 
Proposal 5: RAN4 to investigate the source of training data for BM by taking into consideration the advantages and disadvanges of all the considered options 
Proposal 6:  For training data based on real measurements, for BM-Case1 and BM-Case2, RAN4 should study the impact of legacy L1-RSRP measurement accuracy requirements (accuracy of training data) as well as the quality of those data on the performance and generalization of AI/ML based BM
Proposal 7: Reference radio conditions and configuration/parameter settings need to be specified for the Beam Management (BM) use case. In addition to the reference conditions and configurations, various other scenarios shall be agreed upon for testing generalization
Proposal 8: To improve the generalizability of the AI/ML model and reduce the complexity and requirements for model delivery/transfer, RAN4 should explore integrating side/assistance information within the AI/ML model
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