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1	Introduction
The application of AI/ML techniques to NR air interface has been studied in Study Item “FS_NR_AIML_Air”. The SI is claimed to be completed in RAN #102 [1]. In this contribution, we discuss two general issues that are not treated in last meeting but would be considered in WI.
· Issue 1: Latency requirement for data collection or inference
· Issue 2: Tests post-deployment
2	Discussion
2.1 Issue 1: Latency requirement for data collection or inference
	Issue 1-5:  Latency requirements for data collection or inference
· Proposals
· Option 1: Latency requirements of data collection for model inference and monitoring could be considered per use case , subject to output from RAN1/2. To be further discussed during WI as needed
· Option 2: RAN4 to define delay requirements for data collection when data are transferred between different entities for inference or monitoring. Similar delay definition in TS 38.133 can be referred, e.g., delay is the period from the moment when data report is triggered to the moment when the entity successfully receives the reported data. Details are FFS when data collection procedure is defined.
· Option 3: Consider data collection latency requirements only for inference and monitoring
· RAN4 shall define the latency requirements based on RAN2’s agreements and the MAX total latency requirements can be:   [image: ]
· where, 
· t1 denotes the propagation delay from gNB to send the related RS to UE;
· t2 denotes the measurement time for RS;
· t2-1: the processing time for raw input data 
· t2-2: the measurement time for input data
· t3 denotes the uncertainty time;
· t4 denotes the propagation delay from UE to report the measurement result to gNB;
· t5 denotes the processing time for results ;
· N denotes the number of  selected samples.
· Option 4: Do not specify any latency requirements in RAN4
· Recommended WF



We prefer option 1 as it is more generative. Detailed procedures and requirements could be discussed per each use case, unless a framework is deemed to be common for some cases.
Option 2 only focuses on the period of data transfer from one entity to another, but we think the period of related RS transmission, RS measurement and internal processing should also be considered within the delay requirements. The formula in option 3 could be taken as starting point but it needs more discussion. In our thinking, the delay requirement may not be simply proportional to the data size.
Proposal 1: Suggest to agree on option 1 on latency requirement for data collection or inference.
2.2 Issue 2: Tests post-deployment
	Issue 1-7: Tests post-deployment
· Proposals
· Option 1: The post deployment testing should be based on the model monitoring framework  
· Postpone the discussion to a future release, possible as a study part of Rel-19 WI 
· Option 2: RAN4 should study the ways to validate performance after model updates and/or detected drift and discuss at least the following non-mutually exclusive options:
· The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
· After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
· At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.
· Option 3: There is no need for post-deployment testing
· Option 4: other
· Recommended WF



We are open to hear more views on this issue. This is new to legacy RAN4 test and there is no related discussions in RAN1 and RAN2. In our understanding, a DUT passing performance and LCM test means that it is capable to
· achieve performance requirement under certain conditions,
· properly react to condition change through LCM functionality.
In our preliminary thought, for functionality-based LCM, performance and LCM test (if specified) are sufficient. Any post-deployment update to the model should be fully verified before deployment. It is unreasonable for vendor to deploy an update that would clearly decrease the performance or hardly provide any benefits. Secondly, if some unexpected performance degradation really occurs, once being identified, the network or UE can trigger LCM to deactivate/fallback/switch the corresponding AI/ML functionality. For model-based LCM, since this is still under discussion and we can leave this issue for further discussion.
Proposal 2: Further discuss the necessity of post-deployment test (whether this can be covered by performance and LCM test) for functionality-based LCM. 
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Conclusion
In this contribution, some remaining general issues are discussed with following proposals:
Proposal 1: Suggest to agree on option 1 on latency requirement for data collection or inference.
Proposal 2: Further discuss the necessity of post-deployment test (whether this can be covered by performance and LCM test) for functionality-based LCM. 
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