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Introduction
In RAN4#109 meeting, RAN4 finalized the AI/ML for NR air interface SI and conclusions are captured in [1][2]. But there are still some issues related to testability and interoperability for positioning accuracy enhancement that need to be further studied and discussed. In this contribution, we will present our views on the following issues: 
-	Test framework for positioning accuracy enhancement
-	Data collection for positioning accuracy enhancement
Discussion
Test framework for positioning
The reference block diagram for 1-sided in TR 38.843 is applicable for positioning accuracy enhancement tests which is shown below: 
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As the TR 38.843 states, the above diagram is applicable for both performance and potential LCM tests in positioning accuracy enhancement use cases. In our opinion, the specific tests of positioning use cases for performance, LCM and generalization should be defined separately. 
Proposal 1: The positioning use case tests for performance, LCM and generalization should be defined separately. 
Also, RAN1 defines two sub-use cases that are further classified into 5 cases which will be standardized in Rel-19 WI stage [2]: 
	TR 38.843 Clause 5.3
The following are selected as representative sub-use cases: 
-	Direct AI/ML positioning: 
-	AI/ML model output: UE location
-	e.g., fingerprinting based on channel observation as the input of AI/ML model 
-	AI/ML assisted positioning: 
-	AI/ML model output: new measurement and/or enhancement of existing measurement
-	e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
More specifically, the following Cases are considered for the study: 
-	Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


The input and output data of the AI/ML models are summarized below: 
Direct AI/ML positioning:
-	Input data: CIR, RSRP or other measurement data measured by UE / gNB and reported to LMF (In Cae1 direct AI/ML sub-use case, UE does not report the measurement data to LMF). 
-	Output data: UE position inferred by UE or LMF. 
AI/ML assisted positioning: 
-	Input data: CIR, RSRP or other measurement data measured by UE / gNB. 
-	Output data: Existing or new measurement quantities inferred by UE / gNB, e.g., RSTD, LOS/NLOS indicator. 
-	If new measurement quantities are defined in RAN1, corresponding accuracy requirements can be defined. 
From the summary above, we can see that the difference between two sub-use cases is minor, and we think one general performance test procedure can be used for all use case tests.
Proposal 2: One general performance test procedure can be used for all AI/ML enabled positioning use case tests. 
Data collection in positioning tests
In AI/ML enabled positioning use cases, data are collected for three purposes: training, inference and monitoring.
-	Training: Since offline training is assumed. Data collection for training is not involved and fully depends on DUT vendors. 
-	Inference: If UE is tested (Case 1/2a), the data for inference are obtained by measuring DL PRS. If gNB is tested (Case 3a), the data for inference are obtained by measuring UL SRS. The collected data depends on the data types required by the deployed models, e.g., CIR / RSRP. 
-	When AI/ML models are deployed in LMF (Case 2b/3b), the data for inference are reported by UE/gNB. We think the legacy measurement accuracy and reporting requirements can be reused if the existing measurement quantities are reported. 
-	If new reporting quantities are defined, corresponding measurement accuracy and reporting requirements are also required to be defined. 
Proposal 3: The data for inference can be collected by DUT by measuring reference signals. The data type depends on the type required by the deployed AI/ML models/functionalities. 
Proposal 4: For the data collected for inference, legacy measurement accuracy and reporting requirements can be reused. New accuracy requirements should be defined if new measurement quantities are defined. 
Different from beam management use cases, different data types are required for different positioning sub-use cases for monitoring/verification, e.g., actual UE position for direct AI/ML positioning sub-use cases and RSTD / L1-RSRP for AI/ML assisted positioning. Hence, the data collection for monitoring/verification will be discussed respectively. 
Direct AI/ML positioning: 
-	Monitoring/verification: In direct AI/ML positioning, the output results will be the UE position. Therefore the actual UE position is required to verify the AI/ML model inference results. How to obtain the actual UE position is still under study and discussion in RAN1, therefore RAN4 can wait for more RAN1 progress. 
Proposal 5: Regarding the data used for monitoring/verification purpose in direct AI/ML positioning tests, more RAN1 progress is required. 
AI/ML assisted positioning:
-	Monitoring/verification: In AI/ML assisted positioning tests, since the output data could be legacy measurement quantities, e.g., ToA/AoA/AoD, we think at least the legacy measurement quantities based on non-AI methods can be used as ground truth for monitoring/verification. Other options are not precluded. If new measurement quantities are defined, RAN4 need to discuss how to verify the AI/ML models/functionalities performance. 
Proposal 6: Regarding the data used for monitoring/verification purpose in AI/ML assisted positioning tests, at least the legacy measurement quantities based on non-AI methods can be used as ground truth. Other options are not precluded. RAN4 needs to discuss how to verify the performance if new measurement quantities are defined. 
Quality indicator:
RAN1 defined a terminology – quality indicator in TR 38.843 Clause 7.1.4 [2]: 
	-	Quality indicator
-	For and/or associated with ground-truth label and/or measurement
-	Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity


This quality indicator can be used for data for training/inference/monitoring and label data, and it is able to be used to filter high-quality data. But more normative progress on this concept from RAN1 is required. 
Proposal 7: Quality indicator can be used to filter high-quality data, but more normative progress in RAN1 is required. 
Conclusions
This paper discussed some issues related to AI/ML for positioning accuracy enhancement, and following proposals are provided: 
Proposal 1: The positioning use case tests for performance, LCM and generalization should be defined separately. 
Proposal 2: One general performance test procedure can be used for all AI/ML enabled positioning use case tests. 
Proposal 3: The data for inference can be collected by DUT by measuring reference signals. The data type depends on the type required by the deployed AI/ML models/functionalities. 
Proposal 4: For the data collected for inference, legacy measurement accuracy and reporting requirements can be reused. New accuracy requirements should be defined if new measurement quantities are defined. 
Proposal 5: Regarding the data used for monitoring/verification purpose in direct AI/ML positioning tests, more RAN1 progress is required. 
Proposal 6: Regarding the data used for monitoring/verification purpose in AI/ML assisted positioning tests, at least the legacy measurement quantities based on non-AI methods can be used as ground truth. Other options are not precluded. RAN4 needs to discuss how to verify the performance if new measurement quantities are defined. 
Proposal 7: Quality indicator can be used to filter high-quality data, but more normative progress in RAN1 is required. 
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