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Introduction
The discussion on the AI/ML study is organized under a single thread [136] in RAN4#109. The ad-hoc meeting will discuss some of the topics from the moderator summary in [1].
Discussion
Sub-topic 3-1
Reference block diagram for 1 sided model
There are 5 proposals for the block diagrams, it is proposed to start the discussion based on the simplest model provided (R4-2318935) and make further changes to converge on a diagram to be included in the TR.Verification
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Issue 3-1: Block diagram for 1-sided model
· Proposals
· Option 1: Add description of each box (some proposals contained descriptions inside the boxes)
· Model inference (R4-2306299)
…. AI/ML based performance enhancements mainly focus on how to define requirements and tests for inference
· Functionality/Model(M/F) monitoring procedure (R4-2306299)
(Study) Performance (Model/Functionality) monitoring procedure, including performance evaluation and decision-making procedure …
· Functionality/Model(M/F) management procedure (R4-2306299)
(Study) Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Test data generator (R4-2306299)
(Study) Different generating methods of test dataset can be used for different tests. The following candidate methods are to be considered …
· Option 2: Add other boxes in the TE or DUT
· Option 3: Other additions/changes
· Recommended WF
Discuss and agree changes

Discussion:
Vivo:simple diagram is good. What are the AI/Modules in the TE side? This is 1-sided model. On the DUT side, this is not exactly as the RAN1 general framework. Management and monitoring have interaction?
Nokia: in the simplest diagram we do not need any model managements. The objective is not to test the model, we should test the functionality. Models are not visible to the outside. We have 1 figure with different interfaces. 3 ports and feedback from the DUT to the TE, different channel emulation, control signaling. 
E///: monitoring is withing the DUT, this is to be agreed and depends. We may have some requirements, it would be good to reflect that maybe requirements on monitoring reports/accuracy could be defined.
Samsung: in our proposal we have 2 kinds of verification, performance and LCM, we should separate them and highlight that also? Model/functionality(M/F) should be changed ot M/L based LCM. Test config/controller, there is a line to AI/ML modules, what is this for? For the generator, is this good wording? Test signal generator. 
QC: to Nokia: not all the blocks are for testing, we can only test management or inference. This is just to have a general description. Not necessarily all the block will be present in all the test. Test config/controller will control the model/functionality, this will go to the M/F module. This should be general. To Vivo: we would be fine to remove any link. 
Huawei: we observe that functional framework is already in the TR. The actual testing procedure has not been discussed. We are open to discuss the diagram. Some blocks in this diagram are different from the functional framework in the TR, model inference is here but not in the TR. We should change it to inference. We agree to have some necessary blocks for testing, data collection would be in a different entity. For M/F management, this is not the terminology, we should not have new terminology. Similarly to Nokia, it seems that RAN4 will test monitoring and performance, it might mislead. We should better discuss it case by case. Some blocks are not needed. 
Oppo: change management to LCM
Apple: we do not need the LCM block in TE. On the DUT side we do not need AI/ML module.
KS: we have some concerns on the data generator, there is a dependency on the signal to the training. How this signal generator input the DUT with the purpose. How will the TE ensure that we are having the same data that has been used to trained the model, how will we ensure that all TEs will provide similar data.
Moderator: this diagram is only for testing, TE validation or similar procedures are not in the scope here. 
Nokia: what is the LCM block doing at the UE side. We have test controller on the TE side without any inputs. There should be an arrow from the AI/ML functionality controller in the DUT to the AI/ML functionality management in the TE that would be used for testing of monitoring.
Tentative agreement on 1-sided diagram:
LCM
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LCM : includes functionality and/or model ID based LCM 

Notes regarding the diagram:
- diagram only contains the physical links between the TE and the DUT, not the logical links
- logical links will depend on the functionality being tested
- some blocks may not be used in some of the tests
- LCM may not be tested depending on the purpose of the test
- Scope includes both performance and potentially LCM testing
- diagram assumes offline training not included in the specifications



Sub-topic 3-2
Reference block diagram for 2-sided model
There are 5 proposals for the block diagrams, it is proposed to start the discussion based on the simplest model provided (R4-2318935) and make further changes to converge on a diagram to be included in the TR.
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Issue 3-2: Block diagram for 2-sided model
· Proposals
· Option 1: Add description of each box (some proposals contained descriptions inside the boxes)
· Model inference (R4-2306299)
…. AI/ML based performance enhancements mainly focus on how to define requirements and tests for inference
· Functionality/Model(M/F) monitoring procedure (R4-2306299)
(Study) Performance (Model/Functionality) monitoring procedure, including performance evaluation and decision-making procedure …
· Functionality/Model(M/F) management procedure (R4-2306299)
(Study) Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Test data generator (R4-2306299)
(Study) Different generating methods of test dataset can be used for different tests. The following candidate methods are to be considered …
· Option 2: Add other boxes in the TE or DUT
· Option 3: Other additions/changes
· Recommended WF
· To be discussed

Tentative agreement on 1-sided diagram:
LCM
Verification
 
AI/ML functios
Test configuration/controller
Signal generator
inference
LCM
DUT
TE
inference

LCM : includes functionality and/or model ID based LCM 

Notes regarding the diagram:
- diagram only contains the physical links between the TE and the DUT, not the logical links
- logical links will depend on the functionality being tested
- some blocks may not be used in some of the tests
- LCM may not be tested depending on the purpose of the test
- Scope includes both performance and potentially LCM testing
- diagram assumes offline training not included in the specifications



Sub-topic 3-3
Option 4 clarifications
Several companies discussed Option 4 and are seeking further clarification
Issue 3-3: Option 4
· Proposals
· Option 1: Interoperability should be ensured based on the specified parameters
· Option 2: Partially standardized dataset for training of the test cases should be considered, further discuss in WI
· Option 2a: ): Capture dataset with (nominal encoder input, latent message as encoder output) in the specification for TE vendors to train the decoder, to ensure test repeatability and ability for other vendors to train the decoder with similar performance
· Option 3: Parameters to be specified
· [bookmark: _Hlk150790438]Model structure
· Activation function
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of parameters
· Others
· Option 4: Performance parameters
· Cosine similarity threshold
· γthreshold value see R4-2318764
· Recommended WF
· To be discussed, several options can be agreed

Discussion:
QC: what does this agreement mean?
Moderator: any UE should work with any TE which implements the test decoder 
Nokia: we should change to”parameters that need to be specified”
E///: interop for Option 4 should mean that we get repeatable performance
Apple: we should have common understanding, what are the parameters
E///: how easy would it be to decide these parameters? We would need to understand this. 


Nokia: In Option 4, there might be an option to refine the training between TE vendors and UE vendors for the test. There could also be an option where this is not needed and test decoder implementation can be done just based on the specs.
E///: I think the difference between Option 1/2 and 3/4 is that 3/4 does not need involvement from any other party than the TE vendor. Blurring option 4 to make it dependendent on UE vendors would not be good
Vivo: one decoder foo all DUTs does not mean a single decoder for all tests, there could be different decoders for different tests
R&S: same understanding as vivo. In the number of decoders there should be no fundamental difference between Option 3 or 4. 
E///: agree with this. We already agreed some options to the table, we agreed that only TE vendor should be able to implement the decoder
Oppo: similar view with Vivo. If different decoders are needed, that might not be fair.
Samsung: we are ok with single decoder. Whether or not further refinement is allowed, based on previous agreements there might be no requirement. We should clarify if further refinmenet is not allowed. 
Nokia: to Oppo: if this is a valid argument then we should discard Option 1/2. To Samsung: we do not have agreement yet whether it would be defined or fine tuned
R&S: this “fairness” cannot be enforced in the specs but it could be further considered when tests are validated in GCF, for example. 
E///: this fairness problem would be there even now. Some UE vendor could in theory ask a TE vendor to optimize the test to pass. 
R&S: we do not have this issue, failure is more about who read the spec wrong and then it is fixed
Apple: good discussion!!!!!!!
Nokia: we should still keep the possibility that TE vendors need to work with UE vendors to implement de decoder
E///: If Nokia wants to keep this, we should have a separate option like 1a or 5.  We should define the concept of Option 4 as no other party should be involved. We may decide we do not do Option 4



Agreements:
Interoperability should be ensured based on the parameters that need to be specified
· Parameters that need to be specified are FFS

Candidate parameters/conditions that may be considered for defining test decoder for Option 4:
· Training data set for TE decoder training
· Model structure (Activation function is included in the model structure)
· Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of model parameters
· Compression ratio of decoder (output size/input size)
· Quantization level
Other parameters  not precluded, to be further  discussed
Feasibility of definition of parameters  is to be further investigated


Option 4 target is that a single decoder implemented by each TE vendor will be enough for at least a single test for any DUTs.
· TE vendor should be  able to implement the test decoder for Option 4 without any involvement from another party
· 2-sided comparison table is based on the assumption that for Option 4 the TE vendors can implement the decoder just based on the specifications(no other party involved)
· If this is found infeasible, another option in which TE vendors need to collaborate with DUT/infra vendors to implement the decoder could be considered.
· Table would need to be revised if collaboration between TE vendor and DUT/infra vendor is needed

Option 3 target is that a single decoder defined in the specifications for at least a single test for any DUTs.

Sub-topic 3-4
Test encoder/decoder options comparison 
A table summarizing the comparison of the 4 options under study for the testing of the two sided model has been discussed in the past 2 meetings. In the previous meeting some agreements were reached and the agreed part is listed below for convenience (R4-2317631)
	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification













Several companies submitted analysis with the rest of the table contents, these are discussed below. The table is the moderator’s proposal based on the companies’ inputs.
Issue 3-4: 2-sided testing options comparison table
· Proposals
· Option 1:further discuss the table below 

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	
	
	
	 

	Source of test decoder training data 
	
	
	
	FFS
Could be specified depending on how Option 4 will be defined

	DUT vendor knowledge of the test decoder
	
	
	
	

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	
	
	
	

	Test decoder performance verification procedure at TE and/or DUT
	– need to ensure that decoder performance is not degraded(as intended by the decoder provider) on the TE 

	- need to ensure that decoder performance is not degraded(as intended by the decoder provider) on the TE 
– need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	– need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test

	Feasibility of test decoder verification procedure
	FFS
	FFS
	FFS
	FFS

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	No need to discuss/Depends on the test

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used in actual field deployments )knowledge of model, training type, etc.)
	
	
	
	

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Higher  than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required 
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Lower than Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Higher than Option 3 in terms of that training at TE is required
Note: How to ensure compatibility/interoperability between TE and DUT needs further study.

	Specification Effort (defining test decoder and requirements)
	Low
	Low 
	Highest 
RAN4 needs to standardize the entire decoder
	High
 RAN4 needs study and decide on what to standardize

	Confidentiality/ IP issues in the testing procedure(after specs are published)
	
	
	 No
	No


	Applicability to different scenarios/conditions/ configurations
	
	
	
	

	[bookmark: _Hlk151101491]Complexity of testing for the ecosystem
	Testing the encoder at DUT
Higher than Option 3/4
Need for interaction between TE vendors and DUT vendor

	Testing the encoder at DUT
Higher than Option 3/4
Testing complexity higher also than option 1.

	Testing the encoder at DUT
Low –providing no need for interaction between TE vendors and other parties

	Testing the encoder at DUT
Low –  providing no need for interaction between TE vendors and other parties


	Complexity of verifying/testing the test decoder
	Higher than option 3/4
FFS compared to option 2
	Higher than Option 3/4
FFS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	
	
	
	

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	
	
	
	

	Relationship with reference decoder/encoder(used by RAN4 to define the performance requirements) for defining requirement
	
	
	
	

	Whether model transfer/delivery is needed during the test procedure
	
	
	
	




· Recommended WF
· To be discussed 
Please provide comments on any changes/clarifications that should be made

Discussion: 
Test decoder performance verification procedure at TE and/or DUT
E///: there are 2 levels, one to make sure that the 1) TE correctly runs the decoder model and performance is good enough(e.g. quantization loss is acceptable) and 2) to make sure that the decoder performance is good enough to enable passing the test. 2) is not a concern for Option 1, it is DUT vendor responsibility that the decoder is good enough.
Nokia: for Option 1 we need some spec, there need to be some boundaries on the decoder. 
Apple: we do not need to differentiate between these 2 levels that E/// suggested
QC: we should not discuss 1 , we need to focus on 2. We should just assume that the model is implemented how it is designed
Samsung: different view to Qualcomm. 1) is still different, for Option 3 we can just say TE can guarantee their implementation. It’ s still different so we should separate.
Oppo: we share similar view as E///. We should keep these aspects separate. For Option 1 we need to verify the physical model, for Option 2 we need both.
Apple: what is the difference between the 2 procedures. Option 1 should be simpler. 
Test decoder performance verification procedure:
Vivo: we provided some example on this. 
Pros/Cons:
Reflection on the real deployment:
Apple: all options should be low
E///: depends on the training set, for Option 2 it is likely that this would be used in real life.
Apple: even if UE passes the test, it’s not necessary that the same will happen in real deployment. It will also depend on how many tests the UE has to pass
Huw: share similar view with Apple, there is no way to ensure that the model deployed by the network is deployed by the UE. 
Samsung: we agree that with Option 1 it is unlikely infra vendors would use the UE decoder. For Option 2 there is a possibility that the field decoder is the one used in real deployments.
E///: Option 3/4 would be high
Vivo:
Nokia: UE will encounter unknown decoder in the field. UE will not know the exact decoder. 
Apple: if UE knows about the decoder, the DUT can taylor the model structure to get some unrealistic good performance. Network might have different models in the field. 
Huawei: we have a concern for the last 2 boxes, it seems that field decoder can be ensured to follow the 3GPP specifications. If there is no detailed procedure or restrictions, it doesn’t reflect. 
TE requirements to deploy the decoder:
R&S: for Option 1 and 2, they are the same, High or Medium. Option 3/4 are easier than 1/2, low or medium. Option 3/4 should also simple if the specifications are done properly. Option 4 might be easier. 
E///: For 1/2 there needs to be multiple decoders at the TE side. For 3/4, only one should suffice
R&S: for 1/2 there would be a lot more back and forth between TE vendors and decoder provider.
Samsung: to R&S, for Option 4. Is additional training needed. Is Option 4 still simpler or higher complexity compared to option 3?
Vivo: For Option 3/4 it should be low/medium. Option 4 needs to be medium
R&S: We do not know enough about 3/4. Our assumption would be equal for onw, one might require more training. 
Huawei: for Option 4, from training perspective the Te vendor should prepare the decoder for each TE vendor
Moderator: Option 4 has a single decoder for all UEs.
Huawei: we do not think such an option is feasible. Compiling is a problem.without feasibility analysis we cannot say it is lower complexity than Option 1/2
Apple: what exactly it the TE requirement to deploy the decoder? Agree if it’s related with the number of decoders. For training and compatibility, we would not agree. Is it a general TE requirement? 
QC: agreement itself does not say it is a single decoder. We are just comparing here. This is about who has control of decoder, not how many need implemented. For Option 1/2, TE has no control over the decoder. For 3/4, TE controls the design of the decoder so they have flexibility of implementation.
E///: my understandin of Option 4 is that at a conceptual level there is a single decoder, we do not know if that is possible or not. Since we do not know what we should do for Opiton 4, it might need to Medium/High
R&S: for 1/2, the concept is that a 3rd party provides something that we have to implement, no control from our side. For 3/4, we have control.

Confidentiality/IP issues:
Apple: there might be issues with Option 4 if dataset is not standardized.
E///: if it’s possible to do Option 4 without data set standardization then this is not needed, there would be no issues.
QC: We could put Low/High. 
Oppo: we share similar view, when we discuss the dataset. Encoder output should be aligned with the decoder input. 
E///: to make the ecosystem work, there would be a wider issues. 

Table entries discussion:
Vivo: ok to keep all the rows, not contents that have not been discussed. 
R&S: we are fine with all the rows. For STOA, option 1/2 would be the same as option 4.
DCM: what is the relationship with reference encoder/decoder.
Samsung: for reference, we understand the intention. We need a reference to define requirements. Should clarify in the table what this reference is so that we do not confuse with test decoder since the term was used previously. 
Moderator: for defining the requirements, RAN4 would have to make some assumptions on encoder/decoder or both, this is about how this would relate to actual decoder used in the test.
Compexity of actual testing:
E///: this is not only about testing but what it implies for the ecosystem. With Option 1, infra vendors do not know what was tested. Even if Option 1 would be lower complexity, it implies complexity to roll out the feature. 
Samsung: Option 1/2 have higher complexity than Option 3/4, this is quite clear. Between option 1 and 2, 2 seems to be more complex. 




At least a preliminary conclusion on feasibility of the testing options would be useful as a conclusion of the SI
Issue 3-5: Feasibility of different testing options for 2-sided models
· Proposals
· Option 1: At least Option 3 is feasible
· Option 2: At least Option 3 and 4 are feasible
· Option 3: All options are feasible
· Option 4: All options require more study
· Option 5: Other
· Recommended WF
· To be discussed
Discussion:
E///: what exactly is this feasible?
Apple: all options require more study
Vivo: all options require more study. If option 1/2 can be precluded because of IP issues, it would be fine for us.
Nokia: we also think all options need more study. We would also be fine with discarding Option 1 and 2
E///: same view as vivo and Nokia. This is only in the context of CSI compression. When we put the table in the TR should we put all the rows. We would prefer to keep everything and leave them blank. 



Sub-topic 3-6
Interoperability aspects
Issue 3-6: Interoperability aspects
· Proposals
· Option 1: Capture the following table in the TR:
	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI



· Recommended WF
· Discuss whether this should be captured in the TR and what changes are needed, if any

Discussion:
Samsung: this has been proposed for multiple meetings but not really discussed. 
Apple: the last column is about performance, the 2nd is LCM?
Samsung: we are fine not to capture this, there should be enough agreements in the other discussions. 
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