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[bookmark: _Toc116995841]Introduction
The latest version 1.1.0 of the TR 38.843 on the Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface is available RAN1#114bis. The RAN4 according to the agreements in RAN4#106bis, RAN4#107 and RAN4#108 are summarized in pCR 
Reference block diagrams for testing of AI/ML functionalities are the important component of the study that was not yet concluded even though multiple companies have provided their version of the diagrams that are relatively close to each other.
In this pCR, we provide our versions of the Reference block diagrams for testing that could be used by other companies to provide further updates.
Additionally, we think that a sub-section describing testing goals should be added before the introduction of Reference diagrams for testing.

References
[1] R4-2315351, Proposed update for TR 38.843 with RAN4 part, CAICT, 	R4#108bis.

Text proposal

[bookmark: _Toc135002593][bookmark: _Toc135850590]7.4	Interoperability and testability aspects
In this section, requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements, if applicable, are documented. 
The need and implications for AI/ML processing capabilities definition is considered. 
[bookmark: _Toc135002594][bookmark: _Toc135850591]7.4.1	Common framework 
The general requirements and testing frameworks for AI/ML based performance enhancements mainly focus on
· how to define requirements and tests for inference
· evaluate feasibility of requirements/tests for LCM
· [requirements for data collection (in particular for training) could/need be defined]
[requirements/tests for training will not be studied unless there is definition of training procedure.] Tests for online training procedures are de-prioritized. The design of test should ensure performance is guaranteed and avoid that a UE can easily pass the test but perform poorly in the field. It should be considered for all tests (including LCM test) even not directly enforceable. 
7.4.1.1 Requirements
For the definition of AI/ML requirements, the following cases related to legacy performance should be considered 
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities /measurements that are to be enhanced by AI/ML based methods
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
The following procedure should be considered for the definition of core requirements
· Performance monitoring procedure, including performance evaluation and decision-making procedure for AI/ML functionalities/models
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Latency/interruption requirement for above procedures
· [FFS is any other aspects should be studied]
The following LCM related requirements should be considered:
· Model/Functionality select/switch/activate/deactivate/fallback
· Model/Functionality monitoring
· [FFS if requirements for data collection (in particular for training) could/need be defined]
· [FFS if requirements for transfer/delivery/update]
· [NOTE: RAN4 study should be aligned with the agreements in other working groups.]
The legacy framework for RCC/MAC-CE/DCI based core requirements (e.g., define delay requirements based on multiple delay components) should be used as the baseline for LCM procedures. If new procedures which legacy framework is not applicable to are introduced, additional core requirement framework should be discussed.

7.4.1.2 Testing goals
[image: A diagram of a software system
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[bookmark: _Ref134192898][bookmark: _Ref145934751]Figure 7.4.1.2.1-2: Scope of UE/gNB-side testing for a ML-enabled Functionality/Feature.

[bookmark: _Toc146729007][bookmark: _Toc149929199][RAN4 and test procedures should be defined on the level of ML-enabled Functionality/Feature, i.e., model- specific requirements and tests shall be precluded.]

7.4.1.32 Reference block diagrams for testing
Reference block diagrams provide test modules/functionalities of TE/DUT and testing framework for different use cases. Both reference block diagrams for 1-sided model and 2-sided model are studied.
To verify AI/ML-enabled features in realistic radio conditions the minimum performance requirement designed by RAN4 should also be verifiable with a generic, and, as much as possible, use case agnostic test set-up.

7.4.1.32.1 Reference block diagram for 1-sided model 
An example of reference testing diagram for UE-side AI/ML functionalities in 1-sided use cases is presented in Figure 7.4.1.3.1-1. The main terms and blocks are as follows:
Test Equipment (TE): Equipment used to emulate the gNB and control the channel emulator. It can be also referred as System Simulator (SS).
Test controller: Implements test scenario generator, LCM performance validation steps and ML Functionality configuration generation; controls the channel emulator equipment.
ML Functionality management: Implements Functionality configuration operations, Functionality activation/deactivation/switching/fallback and monitoring operation; controls the ML Functionality control functions in the UE.
Channel emulator: Equipment used to generate the ((conductive or over-the-air) radio channel characteristics (path loss and fading), controlled by the test controller; it is used on the downlink air-interface (PDCCH and PDSCH, LCM related RRC/MAC-CE/DCI signaling).
Device Under Test (DUT)/ UE: The UE being tested.
ML Functionality control: Implements Functionality configuration handling (application) and Functionality activation/deactivation/switching/fallback; operates under control of the ML Functionality management in the TE.
ML inference: Implements the execution of the step required for ML model inference operation.
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Figure 7.4.1.3.1-1: Simplified reference testing diagram for UE-side ML Functionalities in 1-sided use cases.[Reference block diagram for 1-sided model]


The minimum performance requirements need to assume that the corresponding and required LCM procedures have been already tested and operate correctly. Consequently, the functionality-based LCM procedures need to be tested first as a part of the core requirements. 
Since the testing of core requirements is traditionally performed separately from the performance requirements the LCM testing setup can include additional components as shown in Figure 7.4.1.3.1-2.
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Figure 7.4.1.3.1-2: Simplified reference testing diagram for Functionality based LCM procedures for UE 1-sided use cases.

7.4.1.32.2 Reference block diagram for 2-sided model
In order to determine the reference block diagram for 2-sided model, the following issues are considered:
· Common assumptions for proposals of the test decoder / encoder (and the paired encoder/ decoder) for tester
· Definition and derivation procedure of intermediate KPI for decoder evaluation and selection
· Data collection/generation for decoder evaluation, and the common assumptions/environment needed for data collection/generation
· How to minimize the impact of possible variations/differences in the test decoder/ test encoder design/implementation on UE/ gNB performance verification
· The impact of test decoder/ encoder for testing complexity to UE/gNB performance verification, and the advantage/disadvantage analysis of high/low complexity decoders.
· [Other aspects are not precluded, companies are invited to bring contribution detailing any other aspects that should be considered]
· [FFS whether any reference for the encoder/ decoder needs to be considered given that the encoder/decoder performance is to be tested]
· [Take into account RAN1 discussions and conclusions on interoperability and training for 2-sided model]

An example of reference testing diagram for UE-part AI/ML functionalities in 2-sided use case is presented in Figure 7.4.1.3.2-1. The main terms and blocks are the same as described in the previous section 7.4.1.2.1 for one-sided models.
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Figure 7.4.1.3.2-1: Simplified reference testing diagram for UE-part ML Functionalities in 2-sided use case.
[Reference block diagrams for 2-sided model]

7.4.1.43 Test encoder/decoder for 2-sided model
Other text left without changes.
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