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[bookmark: _Toc116995841]Introduction
The first discussions on AI/ML for NR air interface were held at RAN4#106-bis [1], and continued at RAN4#107 [2], RAN4#108 [3], and RAN4#108bis [4] meetings. Some of the general agreements [4] and open (not addressed or agreed) issues are listed in [5] and require further discussion. In the sake of the size of the paper we focus on the following recent in more detail:
· [bookmark: _Hlk134788564]Model ID- bs Functionality-based LCM
· Generalization aspects
· Testing goals
· Latency requirements
· UE processing and feature concurrency 
· Post-deployment verification
The general intention of our proposals is also reflect and better align with the current RAN1 and RAN2 discussions and agreements.
More detailed analysis of general aspects of AI/ML and Use case specific and inter-operability aspects are provided in our accompanying papers [6] and [7], respectively.


[bookmark: _Toc116995842]Discussion
Model ID- vs Functionality-based LCM [Istvan, Dimitri]
We believe it is important for RAN4 to align better with current RAN1 and RAN2 discussions and agreements. To facilitate this alignment, we extracted below the RAN1 and RAN2 agreements which are relevant to the testing goals and generalization aspects to be addressed in RAN4.
The earlier agreement in RAN1#112bis clarified the definitions of functionality-based LCM and model-ID-based LCM:
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
 
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model  may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
 
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.




In RAN1 #113, the following agreement clarifies the role of Model identification procedures:
	Agreement:
Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
o FFS: applicability to model identification, Type A, type B1 and type B2
 FFS: Using a procedure other than UE capability report
o Note: model identification using capability report is not precluded for type B1 and type B2



In RAN1 #114, the following proposed conclusion has been noted:
	Proposed conclusion 8-6d:
· Functionality-based LCM is the common baseline of the two LCMs in that it enables functionality-level management of AI/ML operations by NW for UE-side and two-sided models
· Model-ID-based LCM additionally provides model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios​
· UE side models with model transfer​
· Pairing of two-sided models​
· For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW  for scenario/configuration/site/dataset-specific AI/ML operations​



and further agreement reached:
	Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.​
• FFS: Using a procedure other than UE capability report​
· Note: The support and applicability of model identification Type A is a separate discussion.​



Furthermore, in RAN1 #114bis the following agreement has been reached:
	Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.



From RAN2 #123 agreements we note the following:
	Agreements
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG: 
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation).  
· For positioning use case, it is indicated in positioning capability in LPP. 
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase. 
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE  



Based on the above, we have the following general proposal:
[bookmark: _Toc149929194]For all RAN4 issues and discussions, it is important for RAN4 to seek alignment with current RAN1 and RAN2 discussions and agreements regarding AI/ML functionality and model ID – based LCM.
We use these RAN1 and RAN2 agreements when discussing the identified  RAN4 issues,  in the subsequent sections of this document.


Generalization
Following the WF at RAN4#108bis [4] the agreements related to generalization are:
	Issue 1-2: Generalization goals
Agreement:
· [bookmark: _Hlk149220799]Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations
· FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· FFS on what the minimum level performance for each identified scenario and/or configuration is
· FFS on what the significant degradation for other scenarios and/or configurations is


	Issue 1-3: Handling of generalization in tests
Agreement:
· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
· FFS on Option 2
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined


[bookmark: _Toc149141812][bookmark: _Toc149142041][bookmark: _Toc149219175][bookmark: _Toc149219690]
On the Issue 1-2 (Generalization goals), in some cases, it might not be possible to define the performance gain, because it requires the existence of reference performance, i.e., depends on a performance metric in a specific use-case. Additionally, RAN4 needs to focus primarily on Functionality performance testing, because the AI/ML model may not be always identified.
[bookmark: _Toc149929195]For issue 1-2 (Generalization goals), RAN4 to adopt as the way forward previous agreement with the following modifications:
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under various propagation conditions scenarios and/or functionality configurations (based on UE capabilities), while the performance won’t be significantly degraded in other propagation conditions scenarios and/or configurations.

The above proposal also clarifies the first “FFS on details about the scenarios and/or configurations for test” where the generic “scenario” term is replaced by the more explicit “propagation conditions” term. Furthermore, the term “configurations” is clarified to indicate functionality configurations based on the UE capabilities. This also aligns with the agreement in RAN1 #112bis:
	· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.



Regarding the second and third FFSs from Issue 1-2 we note that both are use case specific and need to be determined based on the RAN1 studies during the SI/WI complemented with RAN4 specific simulations during the WI. 
[bookmark: _Toc149929196]For the second and third FFS in issue 1-2 (Generalization goals), RAN4 to agree that these are use case specific aspects which need to be determined based on the RAN1 studies during the SI/WI complemented with RAN4 specific simulations during the WI.

The Issue 1-3 (Handling of generalization in tests) is tightly related to Issue 1-2 and we think that Option 1 can be assumed as starting point, with the observation that according to the RAN1 #114 and RAN1 #114bis agreements the Model ID might not be always available as it is not mandatory for all use cases. To further align with RAN1 agreements we also propose terminology updates in Option 1.
[bookmark: _Toc149929197]For issue 1-3 (Handling of generalization in tests), RAN4 to adopt as way forward the option 1 with the following modifications:
· Modified Option 1: Signaling for Functionality-based LCM procedures and functionality performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization and robustness. RAN4 defines multiple tests with different propagation conditions. In each of the test, TE can configures the same model ID when available from the UE, and therefore the same AI/ML Functionality model is tested under different propagation conditions to verify it’s generalizability and robustness. (environment differs in each test but not changing dynamically during the test).
· Specified UE configuration includes functionality and/or model ID if defined when available from the UE
Regarding the ‘FFS on Option 2’ in the Issue 1-3 (Handling of generalization in tests) we have the observation that according to the RAN1 #114 and RAN1 #114bis agreements the Model ID might not be always available as it is not mandatory for all use cases.
[bookmark: _Toc149929198]For ‘FFS on Option 2’  in issue 1-3 (Handling of generalization in tests), RAN4 to adopt as way forward the following modification:
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined when available from the UE.


Testing goals
According to earlier agreement in RAN1 #112bis: 
	· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.



Correspondingly, the functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
Traditionally, requirements are formulated so that parametrized/rule-based functionality is tested in a few typical test conditions (e.g., in a few stationary predefined propagation conditions). Due to the capability of the ML models to adapt to/learn the input dataset, it can be expected that existing tests can be relatively easy applicable to one or several UE side Functionalities/Features. However, the main ML testability challenge is when the ML Model(s) is(are) used in the conditions different from the ones used for their training. Such conditions might cause either (temporary) degradation of the currently active Functionality due to underlying ML model performance degradation, or even a need to change/adapt the ML Model(s) supporting the active Functionality, or to deactivate it and use a legacy/fallback algorithm.
However, an ML-enabled Functionality/Feature is much more than just a (set of) ML model(s) supporting it. Figure 1 provides a general overview of how an ML model is used, and supports, an ML-enabled Functionality/Feature. This representation is valid for both one-sided (UE-side or NW-side) and two-sided solutions. The main components are explained below:
· Input data features pre-processing: provides all the ML input data pre-processing steps (measurements, filtering, cleaning, formatting, etc.) as required by the implementation specific ML model(s). The input data features are extracted from the test input signals provided by the TE.
· ML model: provides the device (UE or gNB) specific implementation of the ML algorithm(s) which the vendor has developed and tested following the usual MLOps principles.
· Output data features post-processing: provides all the ML output data post-processing steps (filtering, cleaning, formatting, etc.) as required by the implementation specific ML model(s).
· Air-interface Functionary/Feature: this is air-interface mechanism which generates the output of the Functionality/Feature as configured by the gNB (e.g. UE measurement reports) This outcome is provided as test output to the TE.

[image: A diagram of a software system
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[bookmark: _Ref134192898][bookmark: _Ref145934751]Figure 1: Scope of UE/gNB-side testing for a ML-enabled Functionality/Feature.

[bookmark: _Toc146729007][bookmark: _Toc149929199]RAN4 requirements and test procedures should be defined on the level of ML-enabled Functionality/Feature, i.e., model- specific requirements and tests shall be precluded.

From the topic summary for RAN4#108bis [5] the open issues related to testing goals are:
	Issue 1-4: Testing goals 
· Proposals
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 2a: The testing goal is to verify whether the minimum performance/performance gain of AI/ML model/functionality/feature can be achieved for a static or non-static(dynamic) scenario/configuration. 
· FFS how to define the static test scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS how to define the minimum performance target(s) (e.g., by defining AI/ML dedicated performance/core requirements associated with use cases)
· FFS how to define the non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2/2a depending on the test
· Option 4: others, please provide some concrete proposals
· Recommended WF
Option 3



For Issue 1-4 (Testing goals) we note that this testing procedures will need to include the signaling for Functionality-based LCM procedures and functionality performance monitoring, which are not in the scope of the generalization tests (Issue 1-3). Additionally, RAN4 needs to focus primarily on Functionality performance testing, as only the Functionality based LCM procedures are the baseline (as agreed in RAN1).
[bookmark: _Toc149929200]For Issue 1-4 (Testing goals), RAN4 to adopt as way forward the option 2a with the following modifications:
· Option 2a: The testing goal is to verify whether the minimum performance/performance gain of AI/ML model/functionality/feature can be achieved for a static or and non-static(dynamic) scenario/configuration. 
· FFS how to define the static test scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS how to define the minimum performance target(s) (e.g., by defining AI/ML dedicated performance/core requirements associated with use cases)
· FFS how to define the non-static specific scenarios/configurations


Latency requirements
From the topic summary for RAN4#108bis [5] the open issues related to latency requirements are:
	Issue 1-5:  Latency requirements
· Proposals
· Option 1: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
· Option 2: RAN4 should study latency requirements for data collection of model monitoring, at least for positioning and CSI compression use cases.
· Option 3: RAN4 shall define the latency requirements based on RAN2’s agreements and the MAX total latency requirements can be: [image: ]
· Option 4: Do not study latency requirements for training data collection, discuss latency requirements for any particular use case during WI as needed
· Option 5: Consider data collection latency requirements only for inference and monitoring
· Option 6: Other, please provide proposals 
· Recommended WF
To be discussed



Note that RAN4 has already agreed that the latency requirements for LCM procedures are a part of RRM core requirements:
	The following procedure should be considered for the definition of core requirements 
· Performance monitoring procedure, including performance evaluation and decision-making procedure for AI/ML functionalities/models 
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update 
· Latency/interruption requirement for above procedures 
· [FFS is any other aspects should be studied] 




In out view, the above Issue 1-5 (Latency requirements) must be re-organized to reflect and better align with the current RAN1 and RAN2 discussions and agreements. Therefore, we believe it is important for the future RAN4 discussions to distinguish more clearly between different types of latency requirements: for functionality performance monitoring, for training data collection, and for inference data collection.
[bookmark: _Toc149929201]For Issue 1-5 (Latency requirements) proposals, RAN4 to adopt the following modified text (based on the initial issue 1-5):
· Option 1: Consider data collection latency requirements only for inference and monitoring
· Option 2: RAN4 shall define the latency requirements based on RAN2’s agreements and the MAX total latency requirements can be: [image: ]

· Latency requirements for functionality performance monitoring data collection
· Option 3.1: Latency requirements of data collection for model inference and functionality performance monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
· Option 3.2: RAN4 should study latency requirements for data collection of model functionality performance monitoring, at least for positioning and CSI compression use cases.

· Latency requirements for inference data collection
· Option 4.1: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.

· Latency requirements for training data collection
· Option 5.1: Do not study latency requirements for training data collection, discuss latency requirements for any particular use case during WI as needed


Based on the modified proposal for issue 1-5, in our view, the combination of Option 1 and 2 can be the starting point in RAN4.Subsequent to the potential agreement on this, Option 3.1 and Option 4.1 can be pursued as way forward.
[bookmark: _Toc149929202]For the modified Issue 1-5 (Latency requirements) proposals, RAN4 to adopt Option 1 and 2 as baseline, and Option 3.1 and Option 4.1 as way forward.


UE Processing and feature concurrency
From the topic summary for RAN4#108bis [5] the open issues related to UE processing and feature concurency are:
	Issue 1-8: UE Processing and Feature Concurency 
· Proposals
· Option 1: RAN4 should tests the mutual impact of several simultaneously supported and active ML-enabled Functionalities/Features to ensure the absence of performance degradation.
· Option 2: Do not consider concurrent feature because there can be too many combinations
· Option 3: Leave this discussion to a work item phase when the features are known
· Option 4: Others
· Recommended WF
Option 3



	
In the current RAN4 testing setup, although multiple features might be simultaneously active on the device, only one feature at a time is tested to ensure its compliance with the requirements. In other words, all features would be tested individually, but testing concurrent features (e.g., beam prediction, CSI compression, CSI prediction, positioning, etc.) is not explicitly within the current scope of the test requirements. Therefore, to ensure the UE’s capacity in supporting multiple ML-enabled Functionalities/Features, RAN4 should test the mutual impact of such concurring operations in accordance with the Option 1 above. 
This can be achieved by introducing new testing features in System Simulator, Test Equipment, and Testing Setup to schedule (configuration and execution) parallel, combined, or distributed test environments and estimate a performance impact (e.g., assessment matrix), including quantitative evaluation of self-impact and mutual impact of simultaneously activated AI/ML.
[bookmark: _Toc149929203]For issue 1-8, RAN4 should further study how the mutual impact of several simultaneously supported and activated ML-enabled Functionalities/Features to ensure the absence of performance degradation. Details of added testing features and evaluation procedure can be left to the work item phase. 

Post-deployment functionality/drift validation
From the topic summary for RAN4#108bis [5] the open issues related to tests for model updates (post-deployment)/drift validation are noted below. :
	Issue 1-9: Post deployment testing 
· Proposals
· Option 1: RAN4 should study a framework to enable post deployment tests for model updates and/or drift validation(and possible other use cases)
· Following options can be taken for reference in further discussion:
· Option 1- a: The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
· Option 1- b: After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
· Option 1- c: At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.
· Other options can also be discussed
· Option 2: RAN4 does not need to study such framework
· Option 3: others, please provide some proposals
· Recommended WF
Option 2


	
[bookmark: _Toc149929204]The recommended WF for “Issue 1-9: Post deployment testing” is Option 2: RAN4 does not need to study such framework. However, the initial conformance testing of the AI/ML functionality cannot ensure the same level of performance for the devices in the field. And for the same reason, post deployment validation of the functionality becomes an issues.
In legacy, the change of the modem software can be expected as a rare event caused, by e.g., a need to fix the algorithm. However, with AI/ML based implementations, change/enhancement/modification of the model, on the one hand, is a much more essential procedure because the update of the weights does not bring any changes to the inference process itself, and on the other hand, it is much harder to trace the reasons of the change (explainability issue) and its impacts. 
So to cover the adaptability and flexibility of AI/ML based functionalities post-deployment testing of AI/ML features becomes essential.
A series of modifications of AI/ML functionality during the lifetime of the device (i.e., after it was deployed in the field) can potentially results in the following issues:
1) A new AI/ML model that was added to the device was not completely validated and cannot provide proper results.
2) An AI/ML model was modified/updated/drifted etc. and in some conditions the performance of the functionality degraded (even though in the other conditions it may improve).
In both cases above, it is not possible to conclude anything about these potential issues based on the initial conformance testing of the device. 
We can envision several possible approaches to address the issues described above:
1) Option a: The changes/updates/etc. to the AI/ML functionalities/features are tested and declared by the device vendor against RAN4 requirements before any change is performed.
a. The benefit is that all the changes in the functionality are tested as in pre-deployment tests. The downside is that the scale of the modifications can be different, and the full set of RAN4/RAN5 tests might be excessive in many cases. Moreover, it is not clear how this approach can be applied when the functionality/model is adjusted in the device itself i.e., is device specific.
2) [bookmark: _Hlk146193986]Option b: Before changed AI/ML functionality is taken into use, a validation check is performed.
a. The benefit of the approach is that the validation can be relatively lightweight, e.g., in a form of sanity check, performed at the device and ensures feasibility of the functionality after the change. The downside could be that a new use-case specific procedures need to be defined for such validations.
3) Option c: The fallback/default functionality/model/algorithm that passed conformance testing is always present in the device.
a. The benefit of this option is that it can ensure that the device can be always transferred into the state that passed conformance testing. The downside is still that any issues with the changed functionality can be identified in the reactive way, e.g., based on the monitoring mechanisms.
Based on the options discussed above:
[bookmark: _Toc146729028][bookmark: _Toc149929205]RAN4 should study the ways to validate performance after model updates and/or detected drift and discuss at least the following non-mutually exclusive options:
a. [bookmark: _Toc146729029][bookmark: _Toc149929206]The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
b. [bookmark: _Toc146729030][bookmark: _Toc149929207]After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
c. [bookmark: _Toc146729031][bookmark: _Toc149929208]At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.

[bookmark: _Toc116995848]Conclusion
In this paper we share our views on the general aspects of RAN4 requirements and testing for AI/ML enabled features. In our proposals we try to reflect and better align with the current RAN1 and RAN2 discussions and agreements.
The following issues are discussed:
· Model ID- bs Functionality-based LCM
· Generalization aspects
· Testing goals
· Latency requirements
· UE processing and feature concurrency 
· Post-deployment verification
In the paper, the following Observations and Proposals were made:
[bookmark: _Toc116995849]
1. For all RAN4 issues and discussions, it is important for RAN4 to seek alignment with current RAN1 and RAN2 discussions and agreements regarding AI/ML functionality and model ID – based LCM.

For issue 1-2 (Generalization goals), RAN4 to adopt as the way forward previous agreement with the following modifications:
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under various propagation conditions scenarios and/or functionality configurations (based on UE capabilities), while the performance won’t be significantly degraded in other propagation conditions scenarios and/or configurations.

For the second and third FFS in issue 1-2 (Generalization goals), RAN4 to agree that these are use case specific aspects which need to be determined based on the RAN1 studies during the SI/WI complemented with RAN4 specific simulations during the WI.

For issue 1-3 (Handling of generalization in tests), RAN4 to adopt as way forward the option 1 with the following modifications:
· Modified Option 1: Signaling for Functionality-based LCM procedures and functionality performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization and robustness. RAN4 defines multiple tests with different propagation conditions. In each of the test, TE can configures the same model ID when available from the UE, and therefore the same AI/ML Functionality model is tested under different propagation conditions to verify it’s generalizability and robustness. (environment differs in each test but not changing dynamically during the test).
· Specified UE configuration includes functionality and/or model ID if defined when available from the UE

For ‘FFS on Option 2’  in issue 1-3 (Handling of generalization in tests), RAN4 to adopt as way forward the following modification:
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined when available from the UE.

Proposal 3: RAN4 requirements and test procedures should be defined on the level of ML-enabled Functionality/Feature, i.e., model- specific requirements and tests shall be precluded.

Proposal 4: For Issue 1-4 (Testing goals), RAN4 to adopt as way forward the option 2a with the following modifications:
· Option 2a: The testing goal is to verify whether the minimum performance/performance gain of AI/ML model/functionality/feature can be achieved for a static or and non-static(dynamic) scenario/configuration. 
· FFS how to define the static test scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS how to define the minimum performance target(s) (e.g., by defining AI/ML dedicated performance/core requirements associated with use cases)
· FFS how to define the non-static specific scenarios/configurations

Proposal 5: For Issue 1-5 (Latency requirements) proposals, RAN4 to adopt the following modified text (based on the initial issue 1-5):
· Option 1: Consider data collection latency requirements only for inference and monitoring
· Option 2: RAN4 shall define the latency requirements based on RAN2’s agreements and the MAX total latency requirements can be: [image: ]

· Latency requirements for functionality performance monitoring data collection
· Option 3.1: Latency requirements of data collection for model inference and functionality performance monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
· Option 3.2: RAN4 should study latency requirements for data collection of model functionality performance monitoring, at least for positioning and CSI compression use cases.

· Latency requirements for inference data collection
· Option 4.1: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.

· Latency requirements for training data collection
· Option 5.1: Do not study latency requirements for training data collection, discuss latency requirements for any particular use case during WI as needed

Proposal 6: For the modified Issue 1-5 (Latency requirements) proposals, RAN4 to adopt Option 1 and 2 as baseline, and Option 3.1 and Option 4.1 as way forward.

Proposal 7: For issue 1-8, RAN4 should further study how the mutual impact of several simultaneously supported and activated ML-enabled Functionalities/Features to ensure the absence of performance degradation. Details of added testing features and evaluation procedure can be left to the work item phase. 

1. The recommended WF for “Issue 1-9: Post deployment testing” is Option 2: RAN4 does not need to study such framework. However, the initial conformance testing of the AI/ML functionality cannot ensure the same level of performance for the devices in the field. And for the same reason, post deployment validation of the functionality becomes an issues.

Proposal 8: RAN4 should study the ways to validate performance after model updates and/or detected drift and discuss at least the following non-mutually exclusive options:
a. The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
b. After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
c. At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.
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