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1	Introduction
During recent RAN4 meetings, AI/ML has been discussed with a small number of time units. Since AI in PHY is a new paradigm, converging on very specific proposals will take time, but good progress has been achieved in shaping the discussion and preparing for later normative work.
It is important to keep in mind that the role of RAN4 in the study is quite different to that of RAN1. RAN1 is investigating potential gains and needed signaling and procedures (together with RAN2) for supporting AI in PHY. The role of RAN4 is not investigate means that AI solutions outperform non-AI solutions. Rather, RAN4 assumes that an AI solution has been identified that is expected to outperform non-AI in some aspect and for which associated signaling and procedures have been created. RAN4 then goes on to devise core requirements and conformance test parameters (or, in the case of the BS, conformance tests) that can ensure that implementations of the AI feature perform as expected and in an interoperable and predictable manner in actual implementations. This work is important in order that the performance of the feature and predictability of network behavior can be ensured in an interoperable and multi-vendor environment. The RAN4 goal may mean that simply attempting to measure RAN1 KPIs may not be appropriate.
It should be noted that for the UE, it is RAN5 that specifies conformance tests and at some point when the work is more developed it will become important to work with RAN5 to ensure testability of UE requirements.
In order to achieve it’s goal, RAN4 needs to consider manner and means of ensuring that the AI algorithms perform as expected and in a predictable manner. As part of this work, it may be important to consider the extent to which RAN4 requirements for non-AI achieve these goals. For some AI functionality, it may be that the approaches for non-AI are reasonable. However, since AI operates differently to deterministic algorithms and also needs LCM procedures to manage it (unlike non-AI) then it is important to consider how and where AI differs.
A number of topics are identified that are of importance to consider in RAN4:
· The requirement metrics and descriptions for each use case that could form a basis of core requirements
· The behavior of the AI functionality for each use case in different scenarios, channels and configurations in order to assess the generalizability behavior
· The range of test conditions and testing approach needed to ensure good requirement/test coverage (for each use case)
· The feasibility of testing to ensure generalizability to all needed scenarios (use case specific)
· The limits of generalizability to relevant scenarios (use case specific)
· Requirements relating to executing LCM related procedures, such as model activation etc.
· Requirements relating to model monitoring and metrics reported by the UE
· How to handle updating or change of the model during it’s lifetime
· Two sided model testing approaches (for CSI compression)
· Testability aspects and reference diagrams

This list is not exhaustive as it is quite possible that further issues and questions are yet to be discovered.
For defining requirements, RAN4 may need to perform some or all of the following for every use-case:
· Agree on reference models for deriving requirements
· Agree on parameterizations for reference models
· Agree on broad assumptions for training data
· Find a method to align simulation results
· Present and align simulations
· Determine appropriate implementation margins

For Rel-19 work, RAN is still discussing what will start as normative work and what will or will not have further study in RAN1. From a RAN4 perspective, even if topics become more mature in RAN1, it is important that sufficient progress is made in developing an understanding of RAN4 requirements and RAN4/5 tests that RAN4 is in a good position to develop specifications. To enable this, in our understanding RAN4 discussions need to in some way continue into 2024. Thus, we propose that RAN4 recommend that RAN4 discussion should continue/begin right from the start of any WI.

RAN4 should recommend to continue/start discussion from the beginning of any AI-PHY WI

It is also important that RAN provides sufficient time units to adequately cover all of the issues listed above. The amount of work is quite significant and it is important to have sufficient meeting time to handle all of the issues.

A quite significant amount of TU should be allocated for AI/ML (exact amount depending on the scope and number of use cases; for all use cases 2-3 TU should be considered).
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