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Introduction

In RAN #94-e meeting, the SID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are duplicated as following.

	Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2

Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable

Consider the need and implications for AI/ML processing capabilities definition


In last meeting, there was discussion on AI/ML in RAN4 and a WF was approved [5]. This contribution provides discussion on use cases for AI/ML.

Discussion  
In April meeting, it was agreed that following use cases and sub-use cases will be handled in RAN4 [3]:

CSI feedback enhancement

time domain CSI prediction

spatial-frequency domain CSI compression

Beam management

Spatial-domain DL beam prediction

Temporal DL beam prediction

Positioning accuracy enhancements

direct AI/ML positioning

AI/ML assisted positioning

A high level consideration is about performance monitoring tests. The wayforwad in last meeting is that RAN4 should study how/whether RAN4 core requirements could be defined for model monitoring in LCM. According to RAN1 agreements, monitoring is considered. Model monitoring is necessary to determine whether to have model switch/fallback. It is proposed to define requirements for model monitoring in LCM. One consideration is that it is necessary to study whether to use same or different metric as that for inference per use case. Inference performance is eventully performance, which is impacted not only by the AI/ML model performance but may also be impacted by other factors. While model monitoring targets to evaluate whether a model works well under a centain configuation/scenario. Inference performance is good does not mean monitoring performance is good.
	RAN1 Agreements

Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:

Monitoring based on inference accuracy, including metrics related to intermediate KPIs

Monitoring based on system performance, including metrics related to system peformance KPIs

Other monitoring solutions, at least following 2 options.

Monitoring based on data distribution

Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.

Output-based: e.g., drift detection of output data

Monitoring based on applicable condition

Note: Model monitoring metric calculation may be done at NW or UE


Proposal 1: it is proposed to define requirements for model monitoring in LCM. And it is proposed to study whether to use same or different metric as that for inference per use case.
	Metrics for CSI requirements/tests

Agreements in RAN4 #107:

For metrics for CSI requirements/tests for model inference performance testing

Consider the following possible test metrics

Throughput – absolute throughput or relative throughput

If throughput is not applicable or significant disadvantage is observed by using throughput, intermediate KPIs  like cosine similarity, accuracy of predicted CQI, etc,

FFS on whether the KPIs are testable

Companies are encouraged to show how the KPI can be tested in RAN4

If throughput is not applicable or significant disadvantage is observed by using throughput, other test metrics are not precluded

FFS on whether the KPIs are testable 

Companies are encouraged to show how the KPI can be tested in RAN4
Proposals in RAN4 #108:

Option 1: Only use throughput (absolute or relative)

Option 2: Use throughput and other intermediate metrics/KPIs(SGCS, NMSE, etc)

Option 3: use throughput and overhead

Option 4: all of the above metrics
Agreements in RAN4 #108bis:
Proposals

Option 1: Throughput/relative throughput

Option 2: SGCS, NMSE

Option 3: CSI prediction accuracy

Agreement:

For Metrics/KPIs for CSI requirements/tests, use Option 1 as baseline
For Option 3, further discuss the feasibility to define the CSI prediction accuracy in the WI phase.

FFS for monitoring metrics


CSI feedback enhancement include time domain CSI prediction  and spatial-frequency domain CSI compression. According to the agreements in May meeting, throughput is one of the KPIs considered for CSI prediction and compression. As for whether absolute throughput or relative throughput is in use, our preference is relative throughput, like throughput related requirements for legacy PMI reporting can be considered. The legacy requirements of PMI reporting are defined based on the precoding gain, expressed as the relative increase in throughput when the transmitter is configured according to the UE reported PMI compared to the case when the transmitter is using random precoding, respectively. Similarly, for CSI feedback, the throughput is the throughput gain achieved with predicted PMI compared to random PMI.

According to RAN1 discussion, for the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). CSI accuracy is calculated using the target CSI from ideal channel and the output CSI from the realistic channel estimation. According to the endorsed TP in RAN1 [3], for CSI compression, SGCS and/or NMSE can be used as intermediate KPIs to evaluate the accuracy of the AI/ML output CSI.

In last meeting, it is FFS for monitoring metrics. In our understanding, it is necessary to discuss whether test metric for inference can be reused for LCM. Inference performance is eventully performance, which is impacted not only by the AI/ML model performance but may also be impacted by other factors. While model monitoring targets to evaluate whether a model works well under a centain configuation/scenario. Inference performance is good does not mean monitoring performance is good. From this point of view, intermediate KPI, at least cosine similarity (SGCS), ranging within [0, 1], can be considered as test metrics for LCM. 
Proposal 2: for CSI compression, intermediate KPI, e.g. cosine similarity, can be considered as KPI/test metrics for LCM.
Conclusion

This contribution provides discussion on use cases for AI/ML. The proposals are:

Proposal 1: it is proposed to define requirements for model monitoring in LCM. And it is proposed to study whether to use same or different metric as that for inference per use case.
Proposal 2: for CSI compression, intermediate KPI, e.g. cosine similarity, can be considered as KPI/test metrics for LCM.
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