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1 Introduction
In this contribution, we provide views on two side mode for AI/ML.
2 Discussion
2.1 Two side mode
For CSI-RS compression, there are 4 options are two-side mode:
	· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.



In the next table, we fill in our views regarding to the 4 options.

	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendor (no need to be specified)
	Alignment of training data between UE and gNB is required.
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	Alignment of training data between UE and TE is required.

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	FFS
	FFS
	FFS
	FFS

	Test decoder verification procedure at TE and/or DUT
	Needed
	Needed
	No.
	Needed.

	Feasibility of test decoder verification procedure
	Yes. 
	FFS.
If the performance of decoder will be verified, what’s the reference encoder? If different encoders from different UE vendor are provided, how to verify the decoder?
The decoder verification seems to be encoder specific.


	 Yes.
	FFS.
Similar as option 2.

	Number of test per test configuration/setup (propagation condition, CSI configuration etc excluding decoder/network side model configuration)
	Depending on the generation of the model
	Depending on the generation of the model
	Depending on the generation of the model
	Depending on the generation of the model

	Reflection on the real deployment (knowledge of model, training type, etc.)
	No, there may be mismatch between decoder from UE and NW vendor
	Yes.
	No, there may be mismatch between decoder from specification and NW vendor
	Depends on what’s partially specified for the decoder. There may be mismatch between decoder from specification and TE

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 High, TE needs to implement multiple decoders from different vendors
	 High, TE needs to implement multiple decoders from different vendors
	 Low 
	Depends on what’s partially specified for the decoder. Offline alignment may still be needed.

	Specification Effort (e.g. test decoder)
	Low, if the decoder is up to implementation, there is no spec impact
	Low, if the decoder is up to implementation, there is no spec impact
	High, may results in long discussion. Too many issues need to be converged. For example:
· FFS: Decoder size
· FFS: Detail Decoder structure
· FFS: How many decoders, how many typical scenarios
	Depends on what’s partially specified for the decoder

	Confidentiality/IP issues
	Need to be considered
	Need to be considered
	No.
	Depends on what’s partially specified for the decoder

	Applicability to different scenarios/conditions/ configurations
	Depends on how to design the test to guarantee the generalization
	Depends on how to design the test to guarantee the generalization
	Depends on how to design the test to guarantee the generalization
	Depends on how to design the test to guarantee the generalization

	Complexity of actual testing procedure for the ecosystem
	Depend on the verification procedure between UE and TE.
	Depend on the verification procedure between UE and TE/gNB.
	Low
	Depend on the verification procedure between UE and TE/gNB.

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	Yes.
	No. depends on the implementation of decoder in NW vendor.
Offline alignment may still be needed.
	Depends. 
· If new AI decoder is invented which requires more simple encoder. With simpler new encoder, UE may not pass the test with old decoder.
· If new AI encoder is invented which requires more simple decoder. With more advanced encoder, UE can pass the test with old decoder.

	No. depends on the implementation of decoder in TE vendor.
Offline alignment may still be needed.

	Relationship with reference decoder/encoder for defining requirement
	If reference decoder is defined, a reference encoder maybe needed either. Otherwise, how to verify the performance of reference decoder when there are many encoders is FFS.
	If reference decoder is defined, a reference encoder maybe needed either. Otherwise, how to verify the performance of reference decoder when there are many encoders is FFS.
	Reference encoder is not needed.
	Depends on what’s specified for the decoder.

	Whether model transfer/delivery is needed during the test procedure
	Not specific to two side model. 
	Not specific to two side model.
	Not specific to two side model.
	Not specific to two side model.



3. Conclusion
In this contribution, we provide our views regarding to two side model.
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